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0 Introduction
Background In his talk at the Edinburgh congress in 1958 [Gr], A. Groth-endieck described a duality theory for coherent sheaves. For the special caseof a scheme X of �nite type over a �eld k, this duality theory is basedon a certain canonical complex of quasi-coherent sheaves called the residuecomplex. It replaces the sheaf of top degree di�erential forms which ap-pears in Serre duality on projective space. The residue complex K�X is adirect sum of sheaves D(X=Y ), where Y runs over the irreducible closedsubsets of X. Say Y has generic point y and L � OX;y is a �eld suchthat L=k is separable and k(y)=L is �nite. Then D(X=Y ) is canonicallyisomorphic to HomcontL (OX;y;
pL=k), where OX;y has the my-adic topologyand p = rankL
1L=k.The full treatment of Grothendieck's duality theory, namely the text\Residues and Duality" [RD] by R. Hartshorne, places the theory in theabstract setting of derived categories. Instead of the single dualizing objectK�X , one has a functor f ! : D+c (Y ) ! D+c (X) assigned to every morphismf : X ! Y (in a suitable category of schemes), and when f is proper,f ! is right adjoint to Rf�. If X is a scheme of �nite type over a �eld k,with structural morphism �, then the residue complex is obtained as theCousin complex associated to �!k 2 D+c (X). In [RD] ch. VI it is denoted by�4k = E(�!k). What is lost in this general, yet natural, approach, is themodule structure of the residue complex. The summands of �4k are notexpressed in a concrete form (they are local cohomologies of �!k), and a for-tiori, neither is the coboundary operator. Moreover, �4k is only determinedup to isomorphism, and in order to make this isomorphism unique one mustintroduce a substantial amount of extra data (cf. [RD] ch. VI thm. 3.1).There have been many e�orts since then to state parts of the theoryin terms more accessible to computation. All these e�orts utilize some sort3



of residue map de�ned on di�erential forms. For curves this is a classicalconstruction, used by J.P. Serre in [Se]. For higher dimensions one hadGrothendieck's residue symbol ([RD] ch. III x9). Out of that grew twotypes of residue maps. Say X is an n-dimensional variety over a perfect�eld k. The �rst type is a residue map on local cohomology groups, Res :Hnx(
nX=k) ! k, for closed points x 2 X. This is the approach taken by E.Kunz, J. Lipman and others (see [Li1], [Li2], [HK] and [Hu]). The secondtype resembles Serre's residue map, in that it uses di�erential forms withvalues in local �elds (only this time of dimension n). This approach wasdeveloped by A.N. Parshin and V.G. Lomadze, who were in
uenced by thework of F. El Zein [EZ]. Let us mention that in [Be], A. Beilinson shows(among other things) how to get Parshin's residue map using a generalizationof J. Tate's construction (cf. [Ta2] and [AK] ch. VIII x2). We shall makeuse of the Parshin residue map here.The objective of this monograph is to give an explicit construction of theGrothendieck residue complex K�X when X is a reduced scheme of �nite typeover a perfect �eld k. By \explicit" we mean a construction that involvesconcrete realizations of the complex as an OX -module (di�erential formsetc.) and straightforward formulas for the coboundary operator. Thus onthe one hand the complex K�X should be constructed in some direct fash-ion, and on the other hand, an isomorphism K�X �= �!k in D(X) should beexhibited. By the very nature of �!, getting such an isomorphism, not tomention making this isomorphism canonical, requires \going outside of X",i.e. considering morphisms between schemes and the variance of K�X (cf.remark 4.5.10).Outline of the construction As in Grothendieck's original description,our complex K�X is a direct sum of dual modules K(x), x 2 X (denotedD(X=Y ) in [Gr]). For any coe�cient �eld � : k(x)! ÔX;x (i.e. a k-algebralifting) we set K(�) := Homcontk(x)(ÔX;x; !(x)), where ÔX;x has the mx-adictopology, d := rankk(x) 
1k(x)=k and !(x) := 
dk(x)=k. Our �rst task is to�nd, for any two coe�cient �elds �; �0, a canonical isomorphism ��;�0 :K(�) '! K(�0), such that for three coe�cient �elds �; �0; �00, one has ��;�00 =��0;�00 � ��;�0 . This will give us a module K(x) together with isomorphisms�� : K(�) '! K(x). The second task is, given a pair of points x; y 2 Xwith y 2 fxg� of codimension 1 (i.e. y is an immediate specialization of x),and given coe�cient �elds �; � for x; y respectively, to �nd a coboundaryhomomorphism �(x;y);�=� : K(�) ! K(�). The homomorphisms �(x;y);�=�4



should commute with the isomorphisms ��;�0 and ��;� 0 , thus de�ning acoboundary homomorphism �(x;y) : K(x)! K(y).It turns out that both tasks are accomplished simultaneously, once for-mulated properly. Let us assume for simplicity that X is integral, of dimen-sion n. A saturated chain of length l in X is a sequence � = (x0; : : : ; xl) ofpoints ofX with each xi+1 and immediate specialization of xi. A pair of com-patible coe�cient �elds for � is a pair of coe�cient �elds � : k(x0)! ÔX;x0and � : k(xl) ! ÔX;xl such that \upon completion along �, � becomes ak(xl)-algebra homomorphism, via �" - see def. 4.1.5 for the precise state-ment. Given a saturated chain � and compatible coe�cient �elds �=� for it,there is a naturally de�ned homomorphism ��;�=� which we shall describelater on in the introduction. Now observe that if x is the generic pointof X then x has a unique coe�cient �eld �, and K(�) = !(x) = 
nk(X)=k.We prove that for any y 2 X there is a �nite set of saturated chains S ofthe form � = (x; : : : ; y), such that for any coe�cient �eld � for y, the mapP�2S ��;�=� : !(x) ! K(�) is surjective (Internal Residue Isomorphism,thm. 4.3.13). Moreover, the kernel !(x)hol:S of this map is independent of�. This provides the sought after isomorphism ��;�0 . Since for any satu-rated chain � = (y; : : : ; z) there are many compatible coe�cient �elds �=� ,and since �(x;:::;y;:::;z);�=� = �(y;:::;z);�=� � �(x;:::;y);�=� , we get the commuta-tion between the �'s and the �'s. Thus the coboundary homomorphism�� : K(y)! K(z) is de�ned.The collection (fK(x)g; f��g; f��g) is called a system of residue data onX. It is unique up to a unique isomorphism. The passage to the residuecomplex is easy. De�ne Xq := fx 2 X j dim fxg� = qg, K�qX :=Lx2Xq K(x)and �X :=P(x;y) �(x;y) (see thm. 4.3.20). The fact that �2X = 0 is an imme-diate consequence of the Parshin-Lomadze theorem on the sum of residues(thm. 4.2.15; cf. [Pa1] x1 prop. 7 and [Lo] x3 thm. 3).Some properties of the complex K�X can be deduced directly from itsconstruction. For an open immersion i : U ! X there is a canonical iso-morphism 
�i : K�U '! i�K�X (prop. 4.4.1). For a �nite morphism f : X ! Ythere is a canonical isomorphism 
[f : K�X '! f [K�Y (see def. 4.4.3 and thm.4.4.5), and hence a trace map Trf : f�K�X ! K�Y . Let � : X ! Speck be thestructural morphism. There is a nonzero homomorphism Tr� : ��K0X ! k(cor. 4.4.13), which for proper � induces a homomorphism of complexesTr� : ��K�X ! k (thm. 4.4.14). If X is integral of dimension n then~!X := H�nK�X is the sheaf of regular di�erential forms of Kunz (thm. 4.4.16).Although the complex K�X is canonical, it is somewhat di�cult to identify5



it with �!k in D(X). For X smooth irreducible of dimension n we show thatthe fundamental class CX : 
nX=k[n] ! K�X is a quasi-isomorphism, thusgiving an isomorphism K�X �= �!k in D(X) (thm. 4.5.2). From this it followsthat on any reduced X, K�X is a residual complex (see def. 4.3.1 and cor.4.5.6). If � is proper and some isomorphism K�X �= �!k exists, then there is aunique isomorphism �X : K�X '! �!k in D(X) such that our trace morphismTr� : ��K�X ! k corresponds to that of [RD] ch. VII cor. 3.4 b) (thm.4.5.9). We prove existence of such an isomorphism only when � factors into� = �f with f �nite and � smooth (cor. 4.5.8); note that this includes allquasi-projective varieties. In the appendix (by P. Sastry) the existence ofa canonical isomorphism �X : K�X '! �!k in D(X) is established in general(see remark 4.5.10). A complete treatment of the identi�cation K�X �= �4kshall appear in [SY], where both K�X and �4k are considered as sheaves onthe site VZar of [Li1].The explicit construction of the residue complex shows that it carries acanonical structure of a complex of right DX -modules, regardless of singu-larities or the characteristic of the �eld k. We indicate how the bigradedOX -module K�;�X := HomX(
�X=k;K�X) of [EZ] ch. II x2.1 can be made intoa double complex, without having to embed X in a smooth scheme. Theseissues are discussed in digressions 4.5.12 and 4.5.13.Let us brie
y explain the contents of the various chapters.Semi-Topological Rings The topologized rings one runs across in thisarea (e.g. Beilinson completions of OX -algebras) usually do not have adictopologies. Thus the conventional methods (say, those of [EGA I] ch. 0x7) are not applicable. To complicate matters even further, these aren'ttopological rings in the usual sense : the multiplication map A�A! A isnot continuous. It was not at all clear what can be done with such rings(take completion for instance, remark 1.2.10). Since our work relies heavilyon topological considerations, we undertook to develop the theory of semi-topological rings.A semi-topological (ST) ring is a ring A, equipped with a linear topologyon its additive group, such that for all a 2 A the multiplications x 7! axand x 7! xa are continuous endomorphisms (def. 1.2.1). Similarly we de�neST A-modules (def. 1.2.2). Relaxing the continuity requirement enables anunexpectedly rich structure. Let us denote by STMod(A) the category ofleft ST A-modules and continuous A-linear homomorphisms. In STMod(A)there are direct sums, products, limits and tensor products. Given an inde-6



terminate t one de�nes new ST rings A[t], A[[t]], A((t)), etc., of polynomi-als, power series and Laurent series respectively. (Note that even if A is atopological ring (in the usual sense), A((t)) needn't be - remark 1.3.8.) Acontinuous homomorphism of ST rings A ! B determines a base changefunctor STMod(A) ! STMod(B), M 7! B 
A M , which is left adjoint to\restriction of scalars" (prop. 1.2.14). In particular, if Ad is the ring A withthe discrete topology andMd is a discrete Ad-module, thenM := A
AdMdis said to have the �ne A-module topology (def. 1.2.3 and remark 1.2.16).Given a ST ring A and an ideal I � A, one can de�ne a ST ringÂ := lim nA=In+1 (having the usual I-adic topology when A is discrete).Suppose A is a commutative noetherian ST ring and M is a �nitely gen-erated A-module with the �ne A-module topology. Generalizing the I-adiccase we have an isomorphism of ST Â-modules Â
AM �= lim nM=In+1M(prop. 1.2.20).In section 1.5 we examine the di�erential calculus over commutative STrings. Let A be a commutative ST k-algebra (def. 1.2.17). It turns outthat continuous k-derivations of A into separated ST A-modules are repre-sented by a universal derivation d : A ! 
1;sepA=k . One de�nes topologicallysmooth and �etale homomorphisms relative to k, extending the usual no-tions of formally smooth and �etale homomorphisms (see def. 1.5.7 and thm.1.5.11). For instance, if A ! B is topologically �etale relative to k then(B 
A 
1;sepA=k )sep �= 
1;sepB=k . Suppose A is a noetherian commutative ST k-algebra, di�erentially of �nite type over k (def. 1.5.16). Let I � A be anideal and let Â be the ST k-algebra lim nA=In+1. Then Â is topologically�etale over A relative to k (thm. 1.5.18). This implies that for such A, A[[t]]is topologically �etale over A[t] relative to k.We think that ST rings can be used to generalize the work of R. H�ubl ontraces of di�erential forms [Hu]. Another possible application is for calcu-lations involving Beilinson's sheaf of adeles (with values in OX), which canbe made into a sheaf of ST rings.Topological Local Fields An n-dimensional local �eld consists of a �eldK, together with complete discrete valuation rings O1; : : : ;On, such thatfor i = 1; : : : ; n � 1 the residue �eld �i of Oi is the fraction �eld of Oi+1,and K is the fraction �eld of O1. Let k be a �xed perfect �eld. A topolog-ical local �eld (TLF) K over k is a local �eld which is also a ST k-algebra.We require that there will be some isomorphism K �= F ((tn)) : : : ((t1)) (aparametrization) with F discrete and rankF 
1F=k < 1 (def. 2.1.10). The7



category of TLFs over k is denoted by TLF(k). Changing the parametriza-tion involves continuous di�erential operators, and this process is exploredin thm. 2.1.17. We show that if K ! L is a �nite morphism in TLF(k)then L has the �ne K-module topology. In characteristic p the topologyis, in a sense, super
uous - see prop. 2.1.21. This is because a di�erentialoperator of order � pn � 1 is linear over the �eld K(pn=k) and is thereforecontinuous (thm. 2.1.14). We give an example of a TLF K of dimension 2in characteristic 0 and many automorphisms of it (as a local �eld) whicharen't continuous (example 2.1.22). Thus K has many equally \natural"topologies. This example refutes the claim made by Lomadze, that a local�eld has a canonical topology on it ([Lo] p. 502).At this point the reader, accustomed to the classical (i.e. 1-dimensional)situation, where the topology is determined by the valuation, may ask: whichis the \correct" topology on a local �eld? The answer is that the samealgebro-geometric data that de�nes the local �eld (a chain of points � =(x0; : : : ; xn) in a scheme, see x3.3) also de�nes the topology.In section 2.1 we de�ne a base change operation for TLFs. To do this it isnecessary to introduce clusters of topological local �elds, which are artinianST algebras whose residue �elds are TLFs. The prototypical example of�nitely rami�ed base change is the morphism k((s)) ! k((s))((t)), whichis gotten from the morphism k(s) ! k(s)((t)) by the base change k(s) !k((s)). In section 2.3 we prove the existence of traces of di�erential forms,using results of E. Kunz [Ku1].Our approach to the residue functor is axiomatic (x2.4). Theorem 2.4.3is an improved version of [Lo] thm. 1, adapted to the setup of topologicallocal �elds. It says that there is a contravariant functor Res on the thecategory TLF(k), such that ResK = 
�;sepK=k for a TLF K. Given a morphismK ! L the map ResL=K : 
�;sepL=k ! 
�;sepK=k is a homomorphism of di�erentialgraded ST left 
�;sepK=k -modules. The proof uses the notion of topologicalsmoothness and the separated de Rham cohomology algebra H�
�;sepL=K . Theresidue functor is actually de�ned on the category CTLFred(k) of reducedclusters of TLFs. We are able to prove the following: let A ! B be amorphism in CTLFred(k). Then the residue pairing h�;�iB=A is a perfectpairing of semi-topological A-modules (Topological Duality, thm. 2.4.22).We also prove: the residue maps commute with topologically smooth, �nitelyrami�ed base change (thm. 2.4.23).We wish to point out that in characteristic 0, the residue theory for local�elds developed in [Lo] is faulty, since it does not take the topology into8



account. This rather surprising fact is clearly demonstrated by example2.4.24. Also included in this section are digressions on residues in MilnorK-theory and on de Rham cohomology.Beilinson Completions Given any chain � = (x0; : : : ; xl) in X and aquasi-coherent sheaf M, the Beilinson completion M� of M along � is de-�ned (def. 3.1.1). The completion operation (�)� is a special case of Beilin-son's adeles, described in [Be] (see [Hr] for a discussion and proofs). Weintroduce a topology on the completionM� in a natural way (def. 3.2.1). If� = (x) and M is coherent then M� is just the mx-adic completion of Mxwith the mx-adic topology. For chains of length � 1 the topology is morecomplicated.It turns out that given a chain � in X, the completion OX;� := (OX)�is a commutative ST k-algebra, and for any quasi-coherent sheaf M, M�is a ST OX;�-module. Any di�erential operator D : M ! N extends to acontinuous DO D� :M� ! N�. If � is a face of � (i.e. a subchain), the facemap M� ! M� is continuous. We prove that for a saturated chain � oflength n � 1 the face mapMdn� !M� is dense (Approximation Theorem,thm. 3.2.11) and the face map Md0� !M� is strict (thm. 3.2.14). We alsoprove that the completion OX;� is a Zariski ST ring (see def. 3.2.10 and thm.3.3.8), so the functor (�)� is exact (in the topological sense). For any face� of �, OX;� is topologically �etale over OX;� relative to k (cor. 3.2.8). This,with the Zariski property, shows that the completion (
�X=k)� is isomorphic,as a ST di�erential graded k-algebra, to the separated algebra of di�erentials
�;sepOX;�=k (def. 1.5.3).Let � = (x; : : : ; y) be a saturated chain of length n. Then k(�) := k(x)�is an n-dimensional reduced cluster of TLFs, whose spectrum is determinedby repeated normalizations (thm. 3.3.2, cor. 3.3.7). This shows that OX;�is a semi-local ring with Jacobson radical m� := (mx)�. On the other hand,these results connect the geometry to the theory of topological local �eldsand residues.Residues on Schemes Given a coe�cient �eld � : k(y)! OX;(y) = ÔX;ythe induced map �� : k(y) ! k(�) is a morphism in CTLFred(k). Thus weobtain Parshin's residue mapRes�;� : 
�k(x)=k ! 
�;sepk(�)=k Resk(�)=k(y);�������! 
�k(y)=k9



(def. 4.1.3). Using thm. 4.1.12 which compares completion to �nitely rami-�ed base change we prove the transitivity of the residue maps for compatiblecoe�cient �elds. Given saturated chains (x; : : : ; y) and (y; : : : ; z), and com-patible coe�cient �elds �=� for (y; : : : ; z), one has (cor. 4.1.16):Res(x;:::;y;:::;z);� = Res(y;:::;z);� � Res(x;:::;y);� : 
�k(x)=k ! 
�k(z)=k :We can now de�ne the coboundary homomorphism ��;�=� . Let � =(x; : : : ; y) be a saturated chain and let �=� be compatible coe�cient �eldsfor �. For any � 2 K(�) consider the diagram:OX;x -� !(x)6loc ?Res�;�OX;y p p p p p p p p p p-�(�) !(y)Since Res�;� is a locally di�erential operator (def. 3.1.8) it follows that �(�)is continuous for the my-adic topology, and its completion �(�)(y) : OX;(y) !!(y) is k(y)-linear (via �). Thus we get ��;�=� : K(�)! K(�).Let us say a few words about holomorphic forms. Say � = (x; : : : ; y) is asaturated chain and � is a coe�cient �eld for y. De�ne ��;� : !(x) ! K(�)by ��;� (�)(a) := Res�;� (a�), � 2 !(x), a 2 OX;y. Using a base changeargument we prove that !(x)hol:� := ker(��;� ) � !(x) is independent of �(lemma 4.2.1). The elements of !(x)hol:� are said to be holomorphic along �.The quotient !(x)=!(x)hol:� is a co�nite OX;y-module, with socle canonicallyisomorphic to !(y). This allows us to de�ne the order of pole along � of aform � 2 !(x) (def. 4.2.10).Finally, we wish to stress the role of topological considerations in thiswork. Take the Parshin residue map Res�;� : 
�k(x)=k ! 
�k(y)=k. Eventhough it is a map between algebraic objects, it is de�ned using topolog-ical methods (viz. TLF's). Moreover, its important properties (e.g. beinga locally di�erential operator, prop. 4.1.4; or transitivity, cor. 4.1.16) areproved topologically. The main result of the paper, the internal residueisomorphism (thm. 4.3.13), is also proved using topological arguments.Problems Here is a list of some problems related to the present construc-tion. 10



1) Let k be a perfect �eld, and let f : X ! Y be a smooth morphism ofrelative dimension n between reduced k-schemes of �nite type. Describeexplicitly the derived category isomorphism K�X �= !X=Y [n]
OX f�K�Y .2) Remove the hypothesis that X is reduced.3) Remove the hypothesis that k is a perfect �eld. Allow k to be any �eld,or a complete DVR with perfect residue �eld, or Z. This may require a moresophisticated theory of topological local �elds.4) Equivariant case: let f : X ! Y be an equivariant morphism for theaction of some algebraic groupG over k (an algebraically closed �eld). Relatethe complexes of invariants �(X;K�X )G(k) and �(Y;K�Y )G(k).5) Explore connections with de Rham homology and intersection homology,especially when k = C (cf. digressions 4.5.12 and 4.5.13).Acknowledgements This work is based on my Ph.D. thesis [Ye1]. I wishto express my deep gratitude to my advisor M. Artin, who taught me al-gebraic geometry and guided me throughout this research. I wish also tothank the Mathematics department of the University of Texas at Austin,where some of this work was done, and especially J. Tate and D. Saltman.Many thanks to P. Sastry for his valuable suggestions and illuminating con-versations. It is a pleasure to thank J. Lipman and S. Kleiman for theirsuggestions and encouragement. Thanks also to R. H�ubl, V. Lunts and G.Masson for helpful discussions, and to V. Kac who introduced me to thework of Lomadze.
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1 Semi-Topological Rings
1.1 Preliminaries on Linearly Topologized Abelian GroupsLet M be an abelian group. Given a nonempty collection fU�g�2I ofsubgroups of M , let T be the topology on M generated by the subbasisfx + U�gx2M;�2I . With this topology M becomes a topological group. Wecall T the linear topology generated by fU�g�2I , and we say that M is alinearly topologized abelian group. Let us begin with an elementary butuseful lemma (cf. [GT] ch. I x2.3 and x2.4).Lemma 1.1.1 Let M be an abelian group, let fN�g be a collection of lin-early topologized abelian groups, and for each �, let �� : M ! N� (resp.�� : N� !M) be a homomorphism.a) There exists a coarsest (resp. �nest) linear topology T on M such thatall the homomorphisms �� are continuous.b) Let L be a linearly topologized abelian group and let  : L!M (resp. : M ! L) be a homomorphism. Suppose that all the composedhomomorphisms �� �  : L ! N� (resp.  � �� : N� ! L) arecontinuous. Then  is continuous relative to T .Proof First consider homomorphisms �� : M ! N�. Let fU�g be thecollection of subgroups of M of the form U� = ��1� (V�), with V� an opensubgroup of N� for some �. The linear topology T generated by fU�g hasthe required properties.Next consider homomorphisms �� : N� ! M . Here we take for fU�gthe collection of all subgroups of M such that for all �, ��1� (U�) is open inN�, and we let T be the linear topology generated by fU�g. 212



Note that in the case �� : N� ! M the subgroups of the form U� =P� ��(V�), with V� � N� open, are a fundamental system of neighborhoodsof 0 for the topology T .Denote by TopAb the category of linearly topologized abelian groupsand continuous homomorphisms. This is an additive category, but not anabelian one.De�nition 1.1.2 A sequence of homomorphisms M 0 �!M  !M 00 in TopAbis called exact if it is exact in the category Ab of abelian groups and if � and are strict.(See [GT] ch. III x2.8 for the de�nition of a strict homomorphism.)It follows from lemma 1.1.1 that the category TopAb has direct and in-verse limits; the underlying abelian groups are just the corresponding limitsin Ab. In particular, TopAb has in�nite direct sums and products. Notethat the topology on Q�M� is the usual product topology.De�nition 1.1.3 Let M be a linearly topologized abelian group.a) The associated separated topological group of M is de�ned to be thequotient M sep :=M=f0g�, where f0g� is the closure of f0g in M .b) The completion of M is de�ned to be the inverse limit M cpl := lim �M=U� in TopAb, where fU�g is the collection of open subgroups of M .c) M is said to be separated (resp. separated and complete) if the canon-ical homomorphism M !M sep (resp. M !M cpl) is bijective.Note that the canonical homomorphisms M !M sep, M sep !M cpl andM ! M cpl are all strict. Both functors M 7! M sep and M 7! M cpl areadditive idempotent endo-functors on TopAb.Lemma 1.1.4 Let M be a linearly topologized abelian group. Then M isseparated and complete in the sense of de�nition 1.1.3 i� every Cauchy netin M has a unique limit.Proof This is an immediate consequence of [GT] ch. III x7.3 cor. 2 to prop.2, and of [Ko] x2.3 and x5.4. 2It turns out that separated modules are more interesting, from the pointof view of semi-topological rings, than complete ones; consider remark 1.2.10and theorem 1.5.11. 13



Proposition 1.1.5 a) An inverse limit of separated (resp. separated andcomplete) linearly topologized abelian groups is separated (resp. sepa-rated and complete).b) A direct sum of separated (resp. separated and complete) linearly topol-ogized abelian groups is separated (resp. separated and complete).c) Let M = Ln2NMn be a countable direct sum of separated linearlytopologized abelian groups and let (xi)i2N be a Cauchy net (i.e. aCauchy sequence) in M . Then there is some n0 such that xi 2Ln0n=0Mn for all i.Proof a) See [GT] ch. II x3.5 cor. to prop. 10, and ch. I x8.2 cor. 2 to prop.7.b) See [Ko] x10.2 (8) and x13.4 (2); the proofs there are for vector spacesbut work also for linearly topologized abelian groups.c) This is an easy exercise using a \diagonal" argument and the fact thatthe subgroups of the form LUn, with Un � Mn open, are a fundamentalsystem of neighborhoods of 0 inLMn. 2Generalizing the result on inverse limits in Ab we have:Proposition 1.1.6 Let(0!M 0i �i!Mi  i!M 00i ! 0)i2Nbe an inverse system of exact sequences in TopAb. Assume that M 0i+1 !M 0iis surjective for all i 2 N. Then the sequence0! lim i M 0i �! lim i Mi  ! lim i M 00i ! 0is exact in TopAb.Proof Consider the commutative diagram in TopAb0 - QM 0i -(�i) QMi -( i) QM 00i - 06 6 60 - lim M 0i -� lim Mi - lim M 00i - 014



The top row is exact in TopAb and the vertical maps are strict monomor-phisms. Also, the bottom row is exact in Ab by [Ha] ch. II prop. 9.1. Hence� is a strict monomorphism.In order to show that  is strict it su�ces to check that for every opensubgroup V � lim Mi,  (V ) is open in lim M 00i . Let 
j;i : Mj ! Mi bethe maps in the system (Mi). We may assume thatV = (lim Mi) \ (V0 � � � � � Vn �Mn+1 �Mn+2 � � � �)where Vi �Mi are open subgroups and 
j;i(Vj) � Vi for 0 � i � j � n. LetW := (lim M 00i ) \ ( 0(V0)� � � � �  n(Vn)�M 00n+1 �M 00n+2 � � � �)which is open in lim M 00i . We claim that  (V ) = W . Clearly  (V ) � W .Given x00 = (x000 ; x001 ; : : :) 2 W , choose any x 2  �1(x00). Now xn 2 Vn +�n(M 0n), so there is some x0 2 lim M 0i with xn � �n(x0n) 2 Vn. Settingy := x� �(x0) we get y 2 V \  �1(x00). 2Proposition 1.1.7 Let (Mi)i2N be a direct system in TopAb s.t. all thehomomorphisms Mi ! Mi+1 are strict monomorphisms, and let M :=limi!Mi. Then for all i, Mi ! M is a strict monomorphism. If more-over all the groups Mi are separated, then so is M .Proof We may assume i = 0. The injectivity of M0 ! M is known. LetU0 � M0 be any open subgroup. By hypothesis we can choose for everyj � 1 an open subgroup Uj � Mj s.t. Uj�1 = Uj \Mj�1. Then U := SUjis an open subgroup of M and U0 = U \M0.Now suppose all the Mi are separated, and let x 2 M , x 6= 0. Thenx 2Mi for some i, and there is an open subgroup Ui �Mi s.t. x 62 Ui. LetU � M be an open subgroup s.t. Ui = U \Mi; then x 62 U . Hence M isseparated. 2Proposition 1.1.8 (Su�cient Conditions for Density)a) Let M � = (0 ! M0 ! M1 ! M2 ! 0) and N � = (0 ! N0 !N1 ! N2 ! 0) be two complexes in TopAb, with N � exact, and let�� : M � ! N � be a homomorphism of complexes. Suppose �0 : M0 !N0 and �2 :M2 ! N2 are dense. Then �1 :M1 ! N1 is dense too.15



b) Let (�i : Mi ! Ni)i2N be an inverse system of dense homomorphismsin TopAb, with Mi+1 ! Mi surjective for all i. Then � : lim iMi !lim iNi is dense.c) Let (�� : M� ! N�)�2I be a direct system of dense homomorphismsin TopAb. Then � : lim�!M� ! lim�!N� is dense.Proof a) Given any open subgroup U � N1, let �N1 := N1=U and let��1 : M1 ! �N1 be the induced homomorphism. We must show that ��1 issurjective. Set �N0 := N0=N0 \ U and �N2 := N2=im(U ! N2). So �N � isan exact complex of discrete groups. By assumption ��0 : M0 ! �N0 and��2 :M2 ! �N2 are surjective; hence so is ��1.b) Let U � lim iNi be any open subgroup. Then U is the preimage of anopen subgroup Uj � Nj for some j. Thus (lim iNi)=U ! Nj=Uj is injec-tive. By assumption lim iMi ! Mj and ��j : Mj ! Nj=Uj are surjective.Hence �� : lim iMi ! (lim iNi)=U is surjective too.c) Let U � lim�!N� be any open subgroup. For � 2 I let U� � N� be thepreimage of U . Then (lim�!N�)=U �= lim�!(N�=U�). Since ��� : M� !N�=U� are assumed to be surjective, so is �� : lim�!M� ! (lim�!N�)=U .21.2 Semi-Topological RingsWe will be considering topologized rings in which multiplication is con-tinuous only in one argument. To distinguish these rings from ordinarytopological rings we adopt the name \semi-topological ring". The followingnotation will be used throughout this section. Given a ring A and an elementa 2 A, left and right multiplication by a will be denoted by �a : b 7! ab and�a : b 7! ba, b 2 A. Similarly given a left A-module M and elements a 2 Aand x 2 M , we set �a : y 7! ay, y 2 M , and �x : b 7! bx, b 2 A. In orderto emphasize where a 2 A acts we may indicate the module in superscript,e.g.: �Ma :M !M . All rings under consideration have 1.De�nition 1.2.1 A semi-topological (ST) ring is a ring A together with atopology on it satisfying the following conditions:i) The additive group of A is a linearly topologized abelian group.ii) For every a 2 A the multiplications �a; �a : A! A are continuous.16



De�nition 1.2.2 Let A be a semi-topological ring. A semi-topological (ST)left A-module is a left A module M together with a topology on it satisfyingthe following conditions:i) M is a linearly topologized abelian group.ii) For every a 2 A and every x 2 M the multiplications �a : M ! Mand �x : A!M are continuous.Similarly one de�nes semi-topological right modules and bimodules.Denote by STMod(A) the category of semi-topological left A-modulesand continuous A-linear homomorphism. It is an additive subcategory ofTopAb, closed under direct and inverse limits. We de�ne exact sequences inSTMod(A) to be those which are exact in TopAb(A) (see def. 1.1.2). GivenM;N 2 STMod(A), we denote the group of morphisms between them byHomcontA (M; N). (The category of right modules we denote by STMod(A�).)Suppose M is a left A-module. Consider it as an abelian group withhomomorphisms �x : A ! M , x 2 M . Let T be the �nest topology on Mmaking all the �x continuous (see lemma 1.1.1). We claim that with thistopology M becomes a semi-topological A-module. It su�ces to show thatfor every a 2 A the endomorphism �Ma : M ! M is continuous. Choosesuch a. For each x 2 M we have �Ma � �x = �x � �Aa : A ! M , which iscontinuous by de�nition. From lemma 1.1.1 it follows that �Ma is continuous.De�nition 1.2.3 The above topology on M is called the �ne A-moduletopology.The next proposition gives a characterization of this topology.Proposition 1.2.4 Let A be a semi-topological ring and let M be a semi-topological A-module. Then M has the �ne A-module topology i� for everysemi-topological A-module NHomcontA (M;N) = HomA(M;N): (1.2.5)Proof Suppose M has the �ne A-module topology. Let  : M ! N bean A-linear homomorphism; we must show that it is continuous. For anyx 2 M , one has  � �x = � (x) : A ! N , which is continuous by de�nition.According to lemma 1.1.1  is also continuous. In particular, Taking N17



to be the same module as M but with various topologies (satisfying theconditions of def. 1.2.2), and taking  :M ! N to be the identity map, wesee that the �ne A-module topology is indeed the �nest of them all.Conversely, suppose that equality holds in (1.2.5). Then using the samesetup as above, but this time N is the module M with the �ne A-moduletopology, we see that the topology on M is �ner than the �ne A-moduletopology, and hence equal to it. 2Corollary 1.2.6 Let fM�g be a direct system of ST A-modules. If everyM� has the �ne A-module topology then so does lim�!M�.De�nition 1.2.7 Let M be a semi-topological left A-module and let fm�gbe a subset of M . M is said to be free with basis fm�g if for any semi-topological A-module N and any subset fn�g � N there is a unique contin-uous A-linear homomorphism � : M ! N with �(m�) = n�. Similarly forright modules.ClearlyM is free i�M �=L�A in STMod(A). We have another corollaryto prop. 1.2.4:Corollary 1.2.8 Suppose � : M ! N is a continuous surjective homo-morphism of semi-topological A-modules, where M has the �ne A-moduletopology. Then � is a strict epimorphism i� N has the �ne A-module topol-ogy. In particular, this is the case when M is free.A ring homomorphism f : A ! B is called centralizing if B = f(A) �CB(A), where CB(A) is the centralizer of A in B.Proposition 1.2.9 Let A be a semi-topological ring and let f : A! B be acentralizing ring homomorphism. Put on B, considered as a left A-modulevia f , the �ne A-module topology. Then the following hold:a) As a right A-module via f , B has the �ne A-module topology. Inparticular, B is a semi-topological A-A-bimodule.b) B is a semi-topological ring.c) LetM be a left B-module. The �ne B-module topology on M coincideswith the �ne A-module topology on it.18



Proof a) Choose a subset fc�g � CB(A) such that the bimodule homo-morphism � :L�A ! B, �(P a�) = P a�c� = P c�a�, is surjective. Bycorollary 1.2.8, used twice, � is a strict epimorphism and B has the �neA-module topology as a right A-module.b) For every b 2 B the map �b (resp. �b) is an endomorphism of the right(resp. left) A-module B. By part a) and proposition 1.2.4 both �b and �bare continuous.c) This follows from cor. 1.2.8 and the fact that a direct sum of strict ho-momorphisms is strict. 2Observe that the proposition includes the case of a surjective ring ho-momorphism. Given a semi-topological ring A, let I be the closure of 0.Then I is an ideal and Asep = A=I is a semi-topological ring. Similarly, ifM is a semi-topological left A-module, then M sep is an Asep-module. ThusM 7! M sep is a functor STMod(A) ! STMod(Asep) and A 7! Asep is afunctor on semi-topological rings.Suppose A is a semi-topological ring and B � A a subring. Then B isalso a semi-topological ring, and the same is true of its closure B�. Similarlyfor a submodule.Remark 1.2.10 The author does not know whether the completionM cpl is,in general, a semi-topological A-module. The di�culty is in establishing thecontinuity of �x : A!M cpl for x in the \boundary" M cpl �M . Of course,if the topology on M is generated by A-submodules there is no di�culty.De�nition 1.2.11 Let A be a semi-topological ring and let M and N beright and left semi-topological A-modules, respectively. The tensor producttopology on M 
A N is by de�nition the �nest linear topology such that forevery x 2 M and every y 2 N the homomorphisms �x : N ! M 
A N ,y0 7! x
y0, and �y :M !M 
AN , x0 7! x0
y, are continuous (see lemma1.1.1).Whenever a tensor product of semi-topological modules is encountered,it will be endowed with this topology by default. We state the followinglemma whose proof is an application of lemma 1.1.1.19



Lemma 1.2.12 Suppose L is a linearly topologized abelian group and � :M 
A N ! L is a homomorphism such that for every x 2 M , y 2 Nthe composed homomorphisms � � �x : N ! L and � � �y : M ! L arecontinuous. Then � is continuous relative to the tensor product topology onM 
A N .Suppose A1; : : : ; An are semi-topological rings andM0; : : : ;Mn are semi-topological bimodules such that the tensor productM :=M0
A1 � � �
AnMnmakes sense. Then the tensor product topology on M is independent of thebinary grouping of the factors (associativity of the tensor product topology).It is described directly as being the �nest linear topology such that for everyi, 0 � i � n, and every xj 2 Mj, j 6= i, the homomorphism Mi ! M ,y 7! x0 
 � � � 
 xi�1 
 y 
 xi+1 
 � � � 
 xn is continuous.Another observation is that taking tensor products of semi-topologicalmodules commutes with passing to the associated separated module. To beprecise, (M 
A N)sep �= (M sep 
Asep N sep)sep (1.2.13)as quotients of M 
A N .Semi-topological modules admit a useful base-change operation.Proposition 1.2.14 Let A ! B be a continuous homomorphism of semi-topological rings and let M be a semi-topological left A-module. Then thetensor product topology on B 
A M makes it into a semi-topological leftB-module. This topology is characterized by the following properties:i) The canonical homomorphism of A-modules M ! B 
AM is contin-uous.ii) (Adjunction) For any N 2 STMod(B) the canonical homomorphismHomcontB (B 
AM;N)! HomcontA (M;N)is bijective.Proof First we must verify that the maps �B
Mb : B 
A M ! B 
A M ,b 2 B, and �u : B ! B
AM , u 2 B
AM , are continuous. The continuity of�B
Mb follows from lemma 1.2.12. As for �u, we may assume that u = b
x,so �u = �x � �Bb , which is continuous by de�nition. Therefore B 
AM is asemi-topological B-module. Properties i) and ii) are similarly checked.20



Finally, we show that the two properties determine the topology on B
AM . Let N1 and N2 be two ST B-modules with the same underlying B-module B
AM , and both enjoying properties i) and ii). Then the identitymap N1 ! N2 is a homeomorphism. 2Corollary 1.2.15 If M has the �ne A-module topology then B 
AM hasthe �ne B-module topology.Remark 1.2.16 The ST A-modules with the �ne A-module topologiesare precisely those induced from discrete modules. To see this, let M bean A-module with the �ne topology. De�ne Ad and Md to be A and M ,respectively, with the discrete topologies. Then A
Ad Md !M is a home-omorphism.De�nition 1.2.17 Let k be a commutative semi-topological ring. A semi-topological k-algebra is a semi-topological ring A together with a continuouscentralizing homomorphism k ! A.Given two semi-topological k-algebras A and B their tensor productA
kB is again a semi-topological k-algebra. Let us denote by STComAlg(k)the category of commutative semi-topological k-algebras and continuous k-algebra homomorphisms. An immediate consequence of prop. 1.2.14 is:Corollary 1.2.18 Let A and B be commutative ST k-algebras. Then A
kB is the �bred coproduct of A and B in the category STComAlg(k).Discrete rings and modules are semi-topological. A more interestingexample is provided by:Lemma 1.2.19 Let A be a ST ring and let I � A be an ideal. For each n �0 put on A=In+1 the �ne A-module topology, and put on Â := lim nA=In+1the lim topology. Then Â is a ST ring.Proof According to prop. 1.2.9, every A=In+1 is a ST ring. Let a 2Â. Then for every n the homomorphisms �a; �a : A=In+1 ! A=In+1 arecontinuous. Passing to the inverse limit it follows that �a; �a : Â ! Â arecontinuous. Therefore Â is a ST ring. 221



Of course if A is discrete we recover the I-adic topology on Â. In generalÂ need not be separated nor complete topologically. Extending the standardresult on I-adic completions of �nitely generated modules over a noetheriancommutative ring, we have:Proposition 1.2.20 Let A be a noetherian commutative ST ring and letI � A be an ideal. Put on Â := lim nA=In+1 the topology of the previouslemma. Let M be a �nitely generated A-module. For each n � 0 put onM=In+1M the �ne A-module topology, and put on M̂ = lim nM=In+1Mthe lim topology. Then the topology on M̂ is the �ne Â-module topology.Proof As in the proof of lemma 1.2.19, M̂ is a ST Â-module. By corollary1.2.8 it su�ces to produce a strict epimorphism Âr!!M̂ . Choose any exactsequence of Â-modules 0! K̂ ! Âr  ! M̂ ! 0:For every n we get, in virtue of cor. 1.2.8, an exact sequence in STMod(A)0! Kn ! (A=In+1)r  n!M=In+1M ! 0;where Kn := im(K̂ ! (A=In+1)r) with the subspace topology. By prop.1.1.6,  = lim  n is strict. 2Corollary 1.2.21 Suppose M has the �ne A-module topology. Then thenatural homomorphism Â
AM ! M̂ is an isomorphism in STMod(Â).Observe that if In+1M = 0 for some n � 0, then the �ne A-moduletopology on M = M̂ and the �ne Â-module topology on it coincide.Proposition 1.2.22 Let A be a ST ring, let M and N be ST A-modulesand let � : M ! N be a continuous A-linear homomorphism. Suppose thatM �= lim �M� in STMod(A) for some inverse system (M�)�2I . Supposealso that N is �nitely generated, separated and semi-simple in STMod(A).Then � factors through some M�.Proof We have N �= Lrj=1Nj , where each Nj is a separated, simple, STA-module. For each j let Uj � Nj be a proper open subgroup, and de�neU :=Lrj=1 Uj. Then U � N is an open subgroup, but the onlyA-submodule22



contained in U is 0. For � 2 I set K� := ker(M ! M�). By the de�nitionof the lim topology there is some �0 s.t. K�0 � ��1(U). So �(K�0) � U ,and being an A-module it must be 0. 2Let A be a ST ring and let A0 � A be a subring. A ST A-module issaid to have an A0-linear topology if there is a basis of neighborhoods of 0consisting of A0-submodules (e.g. take for A0 the image of Z).Proposition 1.2.23 Let A be a ST ring and let A0 � A be a subring. Thefull subcategory of STMod(A) consisting of modules with A0-linear topolo-gies is closed under quotients, subobjects, sums, products, direct limits andinverse limits.Proof Immediate from lemma 1.1.1, since the maps are A0-linear. 21.3 Rings of Laurent SeriesAn important class of semi-topological rings is that of rings of iterated Lau-rent series, which we will examine in this section.De�nition 1.3.1 Let A be a commutative semi-topological ring and let t =(t1; : : : ; tn) be a sequence of indeterminates. We put on the A-algebrasA[t] := A[t1; : : : ; tn], A[t]=(t)i+1, i � 0 and A[t; t�1] := A[t1; : : : ; tn; t�11 ; : : : ;t�1n ] the �ne A-module topologies. We put on A[[t]] := lim iA[t]=(t)i+1 theinverse limit topology.Lemma 1.3.2 A[t], A[t]=(t)i+1, A[t; t�1] and A[[t]] are all semi-topologicalA-algebras.Proof Immediate from prop. 1.2.9 and lemma 1.2.19. 2De�nition 1.3.3 Let A be a commutative ST ring and let t be an indeter-minate. For every j � 0 put on t�jA[[t]] the �ne A[[t]]-module topology. Puton A((t)) := A[[t]][t�1] = limj! t�jA[[t]] the direct limit topology.Lemma 1.3.4 The topology on A((t)) is the �ne A[[t]]-module topology.Therefore A((t)) is a semi-topological A-algebra.23



Proof This follows from cor. 1.2.6 and prop. 1.2.9. 2Proposition 1.3.5 The homomorphisms A ,! A[[t]], A[[t]]!!A and A[[t]],! A((t)) are all continuous and strict. If A is separated (resp. separatedand complete) then so are A[t], A[t]=(t)i+1, A[t; t�1], A[[t]] and A((t)).Proof For every i; h � 0 consider the exact sequence of semi-topologicalA-modules0! A[t]=ti+1A[t]! t�hA[t]=ti+1A[t]! hMj=1 t�jA! 0with its obvious splitting (in STMod(A)). Passing to the inverse limit in iand then to the direct limit in h we getA((t)) �= 24 1Mj=1 t�jA35�A[[t]]: (1.3.6)Therefore A[[t]] ,! A((t)) is strict. A similar consideration shows thatA[[t]] �= A� tA[[t]], so the other two homomorphisms are strict.The statements regarding separatedness and completeness follow fromformula (1.3.6) and prop. 1.1.5. 2The topology on the ring of iterated Laurent series de�ned below gener-alizes Parshin's topology on a local �eld, see [Pa3] x1 def. 2.De�nition 1.3.7 Let A be a commutative semi-topological ring and let t =(t1; : : : ; tn) be a sequence of indeterminates. The Laurent series ring int over A is the semi-topological A-algebra A((t)) = A((t1; : : : ; tn)) de�nedrecursively by A((t1; : : : ; tn)) := A((t2; : : : ; tn))((t1)):From proposition 1.3.5 it follows that the inclusion A ,! A((t)) is astrict monomorphism. Evidently the operations A 7! A[t], A 7! A[t]=(t)i+1,etc. are functors on the category STComAlg(Z) of commutative ST rings,sending the full subcategory of separated (resp. separated and complete)rings into itself. 24



Remark 1.3.8 As noticed by Parshin, if k is a discrete �eld and n � 2,the �eld of Laurent series k((t)) = k((t1; : : : ; tn)) is not a topological ring;i.e., multiplication is not a continuous function k((t))� k((t))! k((t)) (see[Pa3] remark 1). Also, in this case k((t)) is not a metrizeable topologicalspace.Lemma 1.3.9 The image of A[t; t�1] in A((t)) is dense.Proof Let t0 := (t2; : : : ; tn). By induction for every i � 0 the mapA[t0; t0�1][t1] ! A((t0))[t1]=(ti+11 ) is dense, so by prop. 1.1.8 b) we have thatA[t0; t0�1][t1]! A((t0))[[t1]] is dense. Hence for every j � 0, t�j1 A[t0; t0�1][t1]! t�j1 A((t0))[[t1]] is dense, and �nally by prop. 1.1.8 c), A[t; t�1] ! A((t))is dense. 2Suppose A is separated and complete. An element a(t) 2 A((t)) deter-mines a function a : Z! A, i 7! ai, in the usual way. The support of thefunction a : Z ! A is bounded below, and a(t) = Pi2Zaiti in the senseof [GT] ch. III x5.1. From the recursive de�nition of the ring A((t)) onesees that any a(t) 2 A((t)) determines a function a : Zn ! A, i 7! ai,such that a(t) = Pi2Zn ai ti. There are certain conditions on the supportof a : Zn! A, and in fact one can show that these conditions are preciselyequivalent to the summability of the collection of monomials (ai ti)i2Zn.Given another sequence s = (s1; : : : ; sn) of indeterminates and a se-quence e = (e1; : : : ; en) of positive integers, the homomorphism of ST A-algebras A((s)) ! A((t)), sj 7! tejj , makes A((t)) into a free ST A((s))-module, with basis ftig, 0 � ij < ej . By abuse of notation we denote theimage of A((s)) by A((te)).1.4 Preliminaries on Di�erential OperatorsLet k be a commutative ring and let A be a commutative k-algebra. GivenA-modules M and N , we use the following notation for the action of A onHomZ(M;N): for a; b 2 A, � 2 HomZ(M;N) and x 2M , we set (a�b)(x) =a�(bx) 2 N .Recall the de�nition of di�erential operators (DOs) over A from M toN ([EGA IV] x16.8). Given D 2 HomZ(M;N) and a 2 A, set [D; a] :=Da� aD 2 HomZ(M;N). We say that D is a di�erential operator of order� n over A, and denote this by ordA(D) � n, if for all a0; : : : ; an 2 A it25



holds that [: : : [D; a0]; : : : ; an] = 0. (We set ordA(0) := �1.) If D is k-linear,it is said to be a di�erential operator relative to k. SetDi�nA=k(M;N) := fD 2 Homk(M;N) j ordA(D) � ngDi�A=k(M;N) :=[n Di�nA=k(M;N):Evidently, for any n � 0, ordA(D) � n i� ordA([D; a]) � n � 1 for everya 2 A.Let IA be the kernel of the multiplication map A 
k A ! A, a 
 b 7!ab, and de�ne PnA=k := A 
k A=In+1A . Consider PnA=k as an A-algebra viathe �rst factor: a 7! a 
 1, and set dn(a) := 1 
 a ( mod In+1A ). dnde�nes a right A-module structure on PnA=k. Given an A-module M setPnA=k(M) := PnA=k
AM . The map dnM :M ! PnA=k(M), x 7! (1
 1)
x, isa universal di�erential operator of order � n; for any A-module N it inducesan isomorphism HomA(PnA=k(M); N) '! Di�nA=k(M;N): (1.4.1)If A = k[t] = k[t1; : : : ; tm] is a polynomial ring then IA is generated asan A
k A-module by ti 
 1� 1
 ti, i = 1; : : : ;m. ThereforePnk[t]=k = M0�i1;:::;im�n k[t] � dn(ti) ; (1.4.2)and this impliesProposition 1.4.3 If A is a �nitely generated k-algebra and M is a �nitelygenerated A-module, then PnA=k(M) is a �nitely generated A-module.Proposition 1.4.4 Suppose that the k-algebra A admits an augmentation� : A ! k, and let J = ker(�) be the augmentation ideal. Let M and N beA-modules which are annihilated by Jm+1 and Jn+1 respectively. ThenDi�m+nA=k (M;N) = Homk(M;N):Proof We have a k-module decomposition A = k � J induced by �. Writeany a 2 A as a = � + x, � 2 k; x 2 J . Let D 2 Homk(M;N). For anya 2 A one has[D; a] = [D;�] + [D;x] = [D;x] 2 Homk(M;N):26



Choose arbitrary a0; : : : ; am+n 2 A and de�ne D0 := D, Di+1 := [Di; ai].If we write ai = �i + xi as above, we also get Di+1 = [Di; xi]. So fori = m+ n+ 1,Dm+n+1 = : : :� (xi0 : : : xijDxij+1 : : : xim+n)� : : : :But either j � n or m + n � j � 1 � m. Therefore all the terms in thesum are 0 and Dm+n+1 = 0. Working backwards we see that for all i,0 � i � m+ n+ 1, Di 2 Di�m+n�iA=k (M;N) (cf. [EGA IV] prop. 16.8.8). 2The proposition has a noteworthy corollary:Corollary 1.4.5 Assume that k is a perfect �eld and that A is a local k-algebra. Then any short exact sequence of �nite length A-modules can besplit by a di�erential operator over A relative to k.Proof Let m be the maximal ideal of A and let K be its residue �eld. Saywe are given an exact sequence0!M 0 !M !M 00 ! 0of �nite length A-modules. Then these are A=ml-modules for su�cientlylarge l. Since K is formally smooth over k, there exists a k-algebra liftingof K into A=ml (see [Ma] theorem 62). Let D : M 00 ! M be any K-linear splitting of the exact sequence. By the proposition, D is a di�erentialoperator over A relative toK (and hence relative to k). In fact, ifmi+1M = 0and mj+1M 00 = 0, then ordA(D) � i+ j. 2The next proposition is probably well known, but for lack of suitablereference we supply a proof here.Proposition 1.4.6 Let M and N be A-modules, let D 2 Di�nA=k(M;N),and let J � A be an ideal. Then for every i � 0D(J i+nM) � J iD(M) � N:Proof It su�ces to check the universal DO dn : A ! PnA=k. We prove byinduction on i that dn(Jn+i) � J iPnA=k. For i = 0 there is nothing to prove,so let i � 1. Choose a1; : : : ; an+i 2 J . Since each of its factors is in IA the27



product (1
 a1 � a1 
 1) � � � (1
 an+i � an+i 
 1) = 0 in PnA=k. Expandingthis product we getdn(a1 � � � an+i) = 1
 a1 � � � an+i 2 iXj=1 J jdn(Jn+i�j):But by the induction hypothesis dn(Jn+i�j) � J i�jPnA=k for 1 � j � i. 2Suppose the ring k has characteristic p (a prime number). Let F : k ! kbe the absolute Frobenius homomorphism, F(�) = �p. De�neA(p=k) := k 
k A ; (1.4.7)where k acts on the �rst factor via F; thus 1
 �a = �p 
 a in A(p=k) for all� 2 k (see diagram below; cf. [Il] x2.1). Let FA=k : A(p=k) ! A, �
a 7! �ap,be the relative Frobenius homomorphism. We make A(p=k) into a k-algebravia � 7! � 
 1. Hence FA=k is a k-algebra homomorphism and its imageis the k-subalgebra of A generated by fap j a 2 Ag. Recursively de�neA(pn+1=k) := (A(pn=k))(p=k). Observe that if k is a perfect �eld then thehomomorphism W : a 7! 1 
 a is a ring isomorphism A '! A(p=k). Fork = Fp we simply write A(p) instead of A(p=k).A -W A(p=k) -FA=k A6 6 �����k -F kThe next lemma generalizes a result of Chase (see [Ch] lemma 3.3).Lemma 1.4.8 Suppose k has characteristic p. Let M and N be A-modulesand let D 2 Homk(M;N).a) If ordA(D) � pn � 1 for some n � 0 then D is A(pn=k)-linear.b) Assume that A is generated by r elements as an A(p=k)-algebra. If Dis A(pn=k)-linear for some n then ordA(D) � r(pn � 1).
28



Proof a) Set B := A(pn=k). For any m � 0 consider the homomorphism ofB-bimodules  m : PmB=k ! PmA=k induced by the k-algebra homomorphismB ! A (the iteration of the relative Frobenius). If  m factors throughP0B=k = B then every D 2 Di�mA=k(M;N) has ordB(D) = 0, i.e. it is B-linear.Set IA := ker(A 
k A ! A) and IB := ker(B 
k B ! B). Now IBis generated as a left B-module by fb 
 1 � 1 
 b j b 2 Bg, and hence byelements of the form (1 
 a) 
 1 � 1 
 (1 
 a), a 2 A (write b = P�i 
 aiand factor out �i 2 k). We get m((1 
 a)
 1� 1
 (1
 a)) = apn 
 1� 1
 apn = (a
 1� 1
 a)pnso  m(IB) � IpnA PmA=k (ideal power). Takingm = pn�1 we have IpnA PmA=k = 0and  m factors through P0B=k.b) Say A is generated as an A(p=k)-algebra by a1; : : : ; ar. Then these elementsalso generate A as an A(pn=k)-algebra for all n � 0. Choose n � 1 and setl := r(pn � 1), B := A(pn=k). The ideal J := ker(A
B A! A) is generatedas a left A-module by fai 
 1� 1
 aigri=1. Since(ai 
 1� 1
 ai)pn = apni 
 1� 1
 apni = 0we get J l+1 = 0. Therefore P lA=B = A
B A andHomB(M;N) �= HomA(A
B M;N)�= HomA(P lA=B(M); N)�= Di� lA=B(M;N): 2As an immediate consequence of the lemma we obtain:Theorem 1.4.9 Assume that k has characteristic p and that the relativeFrobenius homomorphism FA=k : A(p=k) ! A is �nite. Then for any pair ofA-modules M and NDi�A=k(M;N) = 1[n=0HomA(pn=k)(M;N):This is the so-called p-�ltration on Di�A=k(M;N), cf. [Wo], proof oftheorem 1. 29



1.5 Di�erential Properties of Semi-Topological RingsThroughout this section k is a commutative semi-topological ring and A is acommutative semi-topological k-algebra. Recall that a derivation of degreei of a graded ring 
� =L1n=0
n is an additive homomorphism d : 
� ! 
�of degree i satisfying d(��) = d(�)� + (�1)ij�j�d(�) for all �; � 2 
� with� homogeneous of degree j�j.De�nition 1.5.1 A di�erential graded (DG) semi-topological k-algebra isa graded k-algebra 
� =L1n=0
n (where k ! 
0), together with:i) A linear topology on each homogeneous component 
n, such that 
�with the direct sum topology is a semi-topological k-algebra.ii) A continuous k-derivation of degree 1 of 
� satisfying d2 = 0.We denote by STDGA(k) the category of semi-topological di�erentialgraded algebras over k, with the obvious morphisms.Let T�kA = L1n=0TnkA be the tensor algebra of A considered as a k-module. Put on TnkA = A
k � � �
kA (n times) the tensor product topologyand put on T�kA the direct sum topology. The associativity of the tensorproduct topology shows that T�kA is a semi-topological k-algebra. ThereforeA 
k T�kA is a semi-topological A-algebra (the multiplication is (a0 
 a1 
� � � 
 am)(b0 
 b1 
 � � � 
 bn) = (a0b0 
 a1 
 � � � 
 am 
 b1 
 � � � 
 bn)).De�ne a continuous k-linear homomorphism of degree 1, ~d : a0
 � � � 
 an 7!1
 a0 
 � � � 
 an.Now let 
�A=k = V�A
1A=k be the algebra of di�erential forms over Arelative to k, also known as the de Rham complex, and let d be the exteriorderivative. The map A 
k T�kA ! 
�A=k given by a0 
 a1 
 � � � 
 an 7!a0d(a1) ^ � � � ^ d(an) is a surjective A-algebra homomorphism, sending ~d tod. Put on 
�A=k the quotient topology. Recall the notation �a, �a used inx1.2 for left and right multiplication by a 2 A.Lemma 1.5.2 
�A=k is a di�erential graded semi-topological k-algebra. Thehomomorphism A! 
0A=k is an isomorphism of semi-topological k-algebras.The topology on 
1A=k is the �nest linear topology such that for every a 2 Athe homomorphisms �a � d; �d(a) : A! 
1A=k are continuous.Proof According to prop. 1.2.9, 
�A=k is a semi-topological k-algebra. Since
nA=k is the quotient of A 
k TnkA it follows that 
�A=k is the direct sum ofthe 
nA=k in STMod(A). The continuity of d is due to the continuity of ~d.30



Now let N be the module 
1A=k with any linear topology such that thehomomorphisms �a � d; �d(a) : A ! 
1A=k are continuous. These homomor-phisms factor through A 
k A as a0 7! a 
 a0 and a0 7! a0 
 a. By lemma1.2.12 the homomorphism A
k A! N is continuous relative to the tensorproduct topology, so the identity map 
1A=k '! N is continuous. 2De�nition 1.5.3 The separated algebra of di�erentials of A relative to k isthe semi-topological di�erential graded k-algebra
�;sepA=k := (
�A=k)sep = 1Mn=0(
nA=k)sep:(We are using the fact that the functor M 7! M sep commutes within�nite direct sums, which is a consequence of prop. 1.1.5 b).)Proposition 1.5.4 The continuous derivation d : A ! 
1;sepA=k has the fol-lowing universal property: given any separated semi-topological A-moduleM , the map HomcontA (
1;sepA=k ;M)! Dercontk (A;M)induced by d is bijective.Proof The injectivity is true because 
1;sepA=k is generated as an A-moduleby d(a), a 2 A. Given a continuous derivation D : A ! M , there isa corresponding A-linear homomorphism � : 
1A=k ! M . For any a 2 A,���a�d = �a�D : A!M and ���d(a) = �D(a) : A!M are continuous. Bylemmas 1.5.2 and 1.1.1 it follows that � is continuous. But M is separated,so � factors through 
1;sepA=k . 2By universality, A 7! 
�;sepA=k is a functor STComAlg(k) ! STDGA(k).Given a homomorphism f : A! B in STComAlg(k) we use the same namefor the induced DGA homomorphism.For n � 0 the tensor product topology on A
k A induces a topology onPnA=k = A
kA=In+1A . Set Pn;sepA=k := (PnA=k)sep. This is a semi-topological A-algebra. Given a semi-topological A-module M set Pn;sepA=k (M) := (PnA=k 
AM)sep. 31



Proposition 1.5.5 Let M be a semi-topological A-module and let n � 0.The continuous di�erential operator of order � n, dnM : M ! Pn;sepA=k (M)has the following universal property: given any separated semi-topologicalA-module N the mapHomcontA (Pn;sepA=k (M); N)! Di�n;contA=k (M;N)induced by dnM is bijective.Proof This is a consequence of the universal property of PnA=k(M) andlemma 1.2.12 (cf. previous proposition). 2For n = 1 we get an isomorphism of semi-topological A-algebrasP1;sepA=k �= Asep � 
1;sepA=k (1.5.6)the latter being a quotient of 
�;sepA=k . The formula is d1(a) = 1
a 7! a+d(a).De�nition 1.5.7 Let u : A! B be a homomorphism in STComAlg(k). Wesay that B is topologically smooth (resp. topologically �etale) over A relativeto k (or equivalently, u is topologically smooth relative to k, or u is smoothin STComAlg(k), etc.) if, given any commutative diagram in STComAlg(A)A -f C?u p p p p p p p p p p�~g ?�B -g C0with C and C0 separated and � a surjection such that ker(�)2 = 0, thehomomorphism g : B ! C0 can be lifted (resp. lifted uniquely) to a ho-momorphism ~g : B ! C in STComAlg(A) whenever it can be lifted to ahomomorphism ~g : B ! C in STComAlg(k).When these algebras have discrete topologies this de�nition coincideswith that of formally smooth and formally �etale algebras relative to k (cf.[Ma] x30.A). Moreover, we have: 32



Proposition 1.5.8 If B has the �ne A-module topology and is formallysmooth (resp. formally �etale) over A relative to k for the discrete topologies,then it is also topologically smooth (resp. topologically �etale).Proof Any A-algebra homomorphism ~g : B ! C is automatically continu-ous (see prop. 1.2.4). 2Proposition 1.5.9 a) (Transitivity of topological smoothness) Let A u!B v! C be homomorphisms in STComAlg(k). If u and v are smooth(resp. �etale) in STComAlg(k), then so is v � u : A! C.b) (Base change) Let A ! B and A ! A0 be homomorphisms inSTComAlg(k). If A ! A0 is smooth (resp. �etale) in STComAlg(k),then so is B ! B 
A A0.Proof Just like the proofs for formally smooth and formally �etale homo-morphisms (see [Ma] x28.E - 28.G) plus, in part b), the universal propertyof base change (cor. 1.2.18). 2Lemma 1.5.10 Let u : A! B be a homomorphism in STComAlg(k). Thenu is smooth (resp. �etale) in STComAlg(k) i� the conditions of de�nition 1.5.7are satis�ed for all diagrams with ker(�) nilpotent (not necessarily of square0).Proof One direction is trivial. For the other direction, suppose that uis smooth (resp. �etale) and that we are given a diagram of continuous ho-momorphisms with Nn+1 = 0, where N = ker(�). For 1 � i � n de�neCi := (C=N i+1)sep (so Cn = C). The intermediate diagrams involving�i : Ci+1 ! Ci have ker(�i)2 = 0, so g can be lifted (resp. uniquely lifted)step by step. 2The following theorem is an adaptation of well known results to thecontext of semi-topological rings.Theorem 1.5.11 Given a homomorphism A ! B in STComAlg(k) thefollowing are equivalent: 33



i) B is topologically smooth (resp. topologically �etale) over A relative tok.ii) For every separated semi-topological B-module N the natural map Dercontk(B;N)! Dercontk (A;N) is surjective (resp. bijective).iii) The natural homomorphism (B 
A 
1;sepA=k )sep ! 
1;sepB=k in STMod(B)has a left inverse (resp. is an isomorphism).iv) For every separated semi-topological B-module N , for every semi-topo-logical A-module M and for every n � 0 the natural map Di�n;contB=k(B 
AM;N)! Di�n;contA=k (M;N) is surjective (resp. bijective).v) For every n � 0 the natural homomorphism (B
APn;sepA=k )sep ! Pn;sepB=kin STMod(B) has a left inverse (resp. is an isomorphism).Proofii) ) i): Say we are given the data of de�nition 1.5.7 and a continuous k-algebra lifting h : B ! C of g. Then � := f � h : A ! N = ker(�) isa continuous k-derivation. Let ~� : B ! N be an extension of �. De�ne~g := h + ~� : B ! C; this is a continuous A-algebra lifting of g. Theuniqueness of ~g comes from the uniqueness of ~�.iii) ) ii): We �rst observe that (B
A
1;sepA=k )sep represents Dercontk (A;N) forseparated semi-topological B-modules N . So an isomorphism in iii) impliesa bijection in ii), and a left inverse allows the extension of any continuousk-derivation � : A! N to a derivation ~� : B ! N .iv) ) ii): Trivial, take n = 1 and M = A, and make use of the canonicalsplitting of Dercont ! Di�1;cont.v) ) iii): Trivial, take n = 1 and use the splitting (1.5.6).v) ) iv): Use prop. 1.5.5 and formula (1.2.13).i) ) v): See [Sw], proof of theorem 13.12. In [Sw] the assumption is that B isa �nite separable A-algebra, and there is no topology involved. However thesame arguments can be applied to our more general and topologized setup,because the bimodules Pn;sep�=� have the appropriate universal properties. 2Condition iii) implies that when A! B is smooth in STComAlg(k), thecanonical sequence0! (B 
A 
1;sepA=k )sep ! 
1;sepB=k ! 
1;sepB=A ! 0 (1.5.12)34



is split-exact in STMod(B).Corollary 1.5.13 If B is topologically �etale over A relative to k then thenatural homomorphism of semi-topological B-algebras (B 
A 
�;sepA=k )sep !
�;sepB=k is an isomorphism.Proof By the theorem we have an isomorphism in degrees � 1. Thehomomorphism is surjective because 
�;sepB=k is generated as a Bsep-algebraby 
1;sepB=k . Since 
�B=k is an exterior algebra the B-linear homomorphism
1B=k!!
1;sepB=k '! (B 
A 
1;sepA=k )sep induces a graded B-algebra homomor-phism 
�B=k ! (B 
A 
�;sepA=k )sep. By lemma 1.2.12 this homomorphism iscontinuous, so it passes to 
�;sepB=k , providing a continuous left inverse to thenatural homomorphism. 2Corollary 1.5.14 (Cancellation) Let A u! B v! C be homomorphisms inSTComAlg(k). If u and v � u are �etale then so is v.Proof Use condition iii) of the theorem and the fact that C 
B B �= C. 2If B happens to be separated and 
�;sepA=k happens to be a free ST A-module, we have the simple formula:(B 
A 
�;sepA=k )sep �= B 
A 
�;sepA=k (1.5.15)and the same for Pn;sepA=k .De�nition 1.5.16 Let A be a ST k-algebra. If 
1;sepA=k is a �nitely generatedA-module with the �ne A-module topology, we say that A is di�erentially of�nite type over k. If moreover 
1;sepA=k is free over A, its rank is called thedi�erential degree of A over k.Here are a few examples of topological smoothness.Example 1.5.17 Let A 2 STComAlg(k) and let t = (t1; : : : ; tn) be a se-quence of indeterminates. Put on A[t] and on A[t; t�1] the �ne A-module35



topologies. Then A[t] ! A[t; t�1] is �etale and A ! A[t] is smooth inSTComAlg(k). In fact,
1;sepA[t]=k �= �A[t]
A 
1;sepA=k �sep � nMi=1 A[t]sepdti! :(Of course k is unimportant here.)A useful result is:Theorem 1.5.18 Let A 2 STComAlg(k). Assume that A is noetherianand di�erentially of �nite type over k. Given an ideal I � A, put onÂ = lim nA=In the topology of lemma 1.2.19. Then A ! Â is �etale inSTComAlg(k).Proof Let N̂ be a separated ST Â-module and let � : A! N̂ be a continu-ous k-derivation. Then � factors through some �nitely generated A-moduleM which we may assume has the �ne A-module topology.By prop. 1.4.6, for every n � 0 we get a derivation �n : A=In+1 !M=InM . Since the projection A!!A=In+1 is strict, �n is continuous. Pass-ing to the inverse limit there is a continuous derivation �̂ : Â ! M̂ �=Â 
A M ! N̂ (see cor. 1.2.21). Since N̂ is separated and A � Â is dense(prop. 1.1.8), this �̂ is unique. 2Corollary 1.5.19 Let A be as in the theorem and let t = (t1; : : : ; tn) be asequence of indeterminates. Then A[t]! A[[t]] and A[t]! A((t)) are �etalein STComAlg(k).Proof The ST k-algebra A[t] also satis�es the assumptions of the theorem,so A[t] ! A[[t]] is �etale. Now take n = 1. By prop. 1.5.8 and lemma 1.3.4,A[[t]]! A((t)) is �etale, so by transitivity (prop. 1.5.9) A[t]! A((t)) is also�etale in STComAlg(k).Therefore for every 1 � i � n the homomorphismA((ti+1; : : : ; tn))[ti]! A((ti+1; : : : ; tn))((ti)) = A((ti; : : : ; tn))is �etale. By base changeA((ti+1; : : : ; tn))[t1; : : : ; ti]! A((ti; : : : ; tn))
A((ti+1;:::;tn))[ti] A((ti+1; : : : ; tn))[t1; : : : ; ti]= A((ti; : : : ; tn))[t1; : : : ; ti�1]36



is �etale, and �nally by transitivity A[t] ! A((t)) is also �etale inSTComAlg(k). 2A fact to be used later is:Proposition 1.5.20 Let u : A ! B and f : B ! C be homomorphismsin STComAlg(k), with u �etale. Suppose C is separated, and consider it asa ST B-module via f . Let g : B ! C be a continuous DO over B relativeto k, s.t. g � u : A ! C is a ring homomorphism. Then g is also a ringhomomorphism.Proof For any a; b 2 B set Da(b) := g(ab)� g(a)g(b). We must show thatDa(b) = 0. Now for any a 2 B, Da : B ! C is a continuous DO over B.First �x some a 2 A. Then Du(a)�u = 0, and by the uniqueness of extensionof DOs, Du(a) = 0. Next �x some b 2 B. By symmetry Db � u = 0, andagain by invoking uniqueness we get Db = 0. 2
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2 Topological Local Fields
2.1 De�nitions and Basic PropertiesIn this section we de�ne topological local �elds and examine their structure.The de�nition below is due to Parshin (see [Pa1] p. 697, [Pa3] x1 def. 1 andalso [Ka] part II x3.1).De�nition 2.1.1 An n-dimensional local �eld is a �eld K, together withcomplete discrete valuation rings (DVRs) O1; : : : ;On, such that:i) For i = 1; : : : ; n� 1, the residue �eld of Oi equals the fraction �eld ofOi+1.ii) The fraction �eld of O1 equals K.The fraction �eld (resp. residue �eld) of Oi is denoted by �i�1 (resp. �i).The number n is called the dimension of K and is denoted by dim(K). For1 � i � n the �bred product O1 ��1 � � � ��i�1 Oi is the largest subring ofK on which the projection to �i is de�ned. Let O := O1 ��1 � � � ��n�1 On.When dealing with a few local �eldsK;L; : : : we will write O1(K);O1(L); : : :etc.Remark 2.1.2 The ring O, being a valuation ring, is integrally closed, butunless n = 1 it is not noetherian (see [CA] ch. VI x1.4 cor. 1 and x3.6 prop.9).Example 2.1.3 Let F be a �eld and let K := F ((t)) be the �eld of Laurentseries over F in the sequence of indeterminates t = (t1; : : : ; tn) (see x1.3).38



Then K is an n-dimensional local �eld withOi = F ((ti+1; : : : ; tn))[[ti]]�i = F ((ti+1; : : : ; tn)):By the Cohen structure theorem ([Ma] thm. 60), this is the generalsituation in the equal characteristics case, i.e. when char K = char �1 =: : : = char �n (or equivalently, when O contains a �eld).Example 2.1.4 Let p be a prime number and consider the complete DVRwith p-adic valuation A := lim i(Z=(pi))((t)). Let K be the fraction �eldof A. Then K is a 2-dimensional local �eld with O1(K) = A and �1(K) =Fp((t)) (where Fp := Z=(p)).De�nition 2.1.5 Let K be an n-dimensional local �eld. A sequence a =(a1; : : : ; an) of elements of O is called a system of parameters (resp. a regularsystem of parameters) in K if for all i the image of ai in Oi is a parameter(resp. a regular parameter) in this DVR. A subsequence (a1; : : : ; aj) of asystem of parameters (a1; : : : ; an) is called an initial system of parametersof length j.Choose a regular system of parameters a in K. Every a 2 K� (units ofK) can be written uniquely asa = ua i := uai11 � � � ainnwith i = (i1; : : : ; in) 2 Zn and u 2 O�. Thus a gives rise to an isomorphismof ordered groups K�=O� �= (Zn; lex).Let L=K be a �nite extension of �elds. Then any structure of n-dimen-sional local �eld on K extends uniquely to one on L. Conversely, any n-dimensional local �eld structure on L restricts to one on K. These state-ments follow from repeated applications of [CA] ch. VI x8.5 cor. 2, and x8.1lemma 2 (cf. [Lo] x1.2).De�nition 2.1.6 A �nite homomorphism of local �elds between the n-di-mensional local �elds K and L is a ring homomorphism f : K ! L suchthat [L : K] <1 and f respects the local �eld structures.39



Let f : K ! L be a �nite homomorphism of n-dimensional local �elds.Then for every 1 � i � n, Oi(L) is a free Oi(K)-module of �nite rank. Onehas the following identity:[L : K] = [�n(L) : �n(K)] e(L=K) (2.1.7)where e(L=K) := [(L�=O(L)�) : (K�=O(K)�)]is the rami�cation index.De�nition 2.1.8 Let K and L be local �elds of dimensions m and n, re-spectively (m � n). A homomorphism of local �elds f : K ! L is a ringhomomorphism such that f(K) � O1(L)��1(L) � � ���n�m�1(L)On�m(L) andsuch that the induced homomorphism K ! �n�m(L) in a �nite homomor-phism of local �elds. De�ne dim(f) = dim(L=K) := n�m.Example 2.1.9 Let F be any �eld and let t be an indeterminate. Thenthe inclusion F ! F ((t)) is a homomorphism of dimension 1. Let K be thelocal �eld of example 2.1.4. Then the natural homomorphism Qp ! K isnot a homomorphism of local �elds, because Qp 6� A = O1(K).We shall only be concerned with local �elds of equal characteristics. Fixfor the remainder of this section a perfect �eld k with the discrete topology.De�nition 2.1.10 A topological local �eld (TLF) over k is a �eld K, to-gether with the following structures on it:i) A structure of an n-dimensional local �eld, for some n � 0.ii) A ring homomorphism k ! O(K).iii) A structure of a semi-topological ring.The two conditions below must be satis�ed:a) If n = 0 the topology on K is discrete and rankK 
1K=k <1.b) If n > 0, then there is a topological local �eld over k of dimension 0, F ,and an isomorphism K �= F ((t1; : : : ; tn)) which respects the structuresi),ii) and iii) above. Here F ((t1; : : : ; tn)) has the topology of de�nition1.3.7 and the local �eld structure of example 2.1.3.40



A morphism of topological local �elds f : K ! L is a continuous k-algebra homomorphism which is also a homomorphism of local �elds.An isomorphism K �= F ((t1; : : : ; tn)) as in condition b) is called a para-metrization of K. The condition rankF 
1F=k <1 (�niteness of di�erentialdegree) is equivalent to tr:degk F < 1 if char k = 0. If char k = p > 0then it is equivalent to [F : F (p)] < 1. Note that given a parametrizationK �= F ((t)) the topology on K is F [t]-linear (see prop. 1.2.23). A �nitemorphism of TLFs is a morphism K ! L s.t. [L : K] < 1. Denote thecategory of topological local �elds by TLF(k).Example 2.1.11 Let K be a TLF and let t = (t1; : : : ; tn) be a sequenceof indeterminates. Then K((t)) is a topological local �eld (of dimensiondim(K) + n) and K ! K((t)) is a morphism in TLF(k).LetK be a topological local �eld over k. Put topologies onOi and �i suchthat the canonical homomorphisms Oi ,! �i�1 and Oi!!�i become strict.Thus ifK �= F ((t1; : : : ; tn)) is a parametrization, then Oi �= F ((ti+1; : : : ; tn))[[ti]] and �i �= F ((ti+1; : : : ; tn)) are homeomorphisms. By prop. 1.3.5 allthese ST k-algebras are separated and complete.Assume that char k = p. Let K be an n-dimensional local �eld over k,and let K �= F ((t1; : : : ; tn)) be a parametrization. Let d := rankF 
1F=k. The�eld K(p=k) maps isomorphically to the sub�eld F (p=k)((tp)) := F (p=k)((tp1;: : : ; tpn)) � K. (See x1.4 for the de�nition of K(p=k).) Choose a p-basisu = (u1; : : : ; ud) for F . Looking at the de�nition of the topology on F ((t))we see that M0�i1;:::;id;j1;:::;jn<pF (p=k)((tp))ui tj '! F ((t)) (2.1.12)is a homeomorphism. If we let K(p=k) �= F (p=k)((tp)) be a parametrization,then the relative Frobenius FK=k : K(p=k) ! K becomes a �nite morphismof TLFs. Iteration gives:Proposition 2.1.13 Let char k = p and let K 2 TLF(k). Then for anym � 0, the �eld K(pm=k) admits a unique structure of TLF over k s.t.the iterated relative Frobenius map K(pm=k) ! K is a �nite morphism inTLF(k), and s.t. K has the �ne K(pm=k)-module topology.Theorem 2.1.14 Let char k = p and let K 2 TLF(k). Suppose M and Nare semi-topological K-modules, with M having the �ne K-module topology.Then any di�erential operator over K, D :M ! N is continuous.41



Proof According to thm. 1.4.9 applied to A = K, D is K(pm)-linear forsome m � 0. Since k(pm) = k, D is even K(pm=k)-linear. Now by prop. 1.2.9c), M has the �ne K(pm=k)-module topology, so D is continuous. 2Corollary 2.1.15 If char k = p then 
�;sepK=k has the �ne K-module topology,the di�erential d is K(p=k)-linear, and
�;sepK=k �= 
�K=K(p=k) �= 
�K=k �= 
�K(the last denoting absolute di�erentials).Proof Put on 
�K=K(p=k) the �ne K(p=k)-module topology. It is a separatedST K-module and d is continuous, so 
�K=K(p=k) = 
�;sepK=K(p=k). But by lemma1.4.8 a) every derivation of K is K(p=k)-linear. 2Corollary 2.1.16 Suppose char k = p. Let K;L 2 TLF(k) and let K ! Lbe a continuous k-algebra homomorphism. Then L is topologically smoothover K relative to k i� L is a separable K-algebra.(See [Ma] x27.D for a de�nition of separability.)Proof By the previous corollary we can erase the superscript \sep" incondition iii) of thm. 1.5.11. Now use [Ma] theorems 66 and 62. 2The next theorem is the key to the structure of topological local �elds.Theorem 2.1.17 Let L be an n-dimensional local �eld, let K 2 TLF(k) ben-dimensional, and let K ! L be a �nite homomorphism of local �elds. Puton L the �ne K-module topology. Let A 2 STComAlg(k) be noetherian anddi�erentially of �nite type over k, and let s = (s1; : : : ; sm) be a sequenceof indeterminates (m � n). Suppose g : A[s] ! L is a homomorphismin STComAlg(k) such that g(A) 2 O1(L) ��1(L) � � � ��m�1(L) Om(L) and(g(s1); : : : ; g(sm)) is an initial system of parameters in L. Then g has aunique extension to a homomorphism ĝ : A((s))! L in STComAlg(k).Proof We use induction on m which we assume is at least 1. Choose aparametrization K �= F ((t)) = F ((t1; : : : ; tn)), and a regular parameter r1of the DVR O1(L). De�ne sequences of indeterminates t0 := (t2; : : : ; tn) and42



s0 := (s2; : : : ; sm) and ST k-algebras B := A[s] and B̂ := A((s0))[[s1]]. Forevery i � 0 set Bi := B=(si+11 ) and B̂i := B̂=(si+11 ). Put on O1(L)=(ri+11 ) the�ne F ((t0))-module topology. Since O1(L) has the �ne F ((t0))[[t1]]-moduletopology, there is an isomorphism of ST k-algebras O1(L) �= lim iO1(L)=(ri+11 ) (see prop. 1.2.20). We get induced continuous k-algebra homomor-phisms gi : Bi ! O1(L)=(ri+11 ).Now �x i � 0. The B̂0-linear map� : (B̂0)i+1 '! B̂i; �(b0; : : : ; bi) = iX�=0 b�s�1and its inverse are continuous DOs over B̂, by prop. 1.4.4. Similarly forL: if char k = 0 (resp. char k = p), let � : �1(L) ! O1(L)=(ri+11 ) be anyF ((t0))-algebra (resp. k-algebra) lifting. The �1(L)-linear map, with respectto �, 	 : �1(L)i+1 '! O1(L)=(ri+11 ); 	(c0; : : : ; ci) = iX�=0 �(c�)r�1and its inverse are continuous DOs over O1(L). In characteristic 0 thecontinuity follows from the F ((t0))-linearity. In characteristic p we are usingthe fact that 	 is a DO over F ((t0)) (of order � i) and thm. 2.1.14. Inparticular � is continuous.By induction on m, g0 extends (uniquely) to a homomorphism ĝ0 : B̂0 !�1(L) in STComAlg(k). De�ne f : B̂!!B̂0 ĝ0! �1(L) �! O1(L)=(ri+11 ), andconsider O1(L)=(ri+11 ) as a ST B̂-module via f . Then 	 is B̂-linear. Onthe other hand gi is a DO over B of order � i, since [: : : [gi; a0]; : : : ; ai](b) =gi(b)Qi�=0(gi(a�)� f(a�)) = 0 for any a0; : : : ; ai 2 B, b 2 Bi.For every 0 � �; � � i there is a DO over B relative to k, D�;� : B0 !�1(L), such that [D�;� ] = 	�1 � gi � � : Bi+10 ! �1(L)i+1in matrix notation. Since B ! B̂ is �etale in STComAlg(k), D�;� extends toa continuous DO D̂�;� : B̂0 ! �1(L) over B̂. Putting the D̂�;� together weget a continuous DO over B̂ĝi = 	 � [D̂�;� ] � ��1 : B̂i ! O1(L)=(ri+11 )extending gi. By prop. 1.5.20, ĝi is a k-algebra homomorphism. The ĝi forman inverse system. Passing to the inverse limit we get ĝ : B̂ ! O1(L), and by43



lemma 1.3.4 it extends to a homomorphism ĝ : A((s))! L in STComAlg(k).The uniqueness of ĝ is obvious. 2Corollary 2.1.18 Let K ! L be a �nite morphism in TLF(k). Then thetopology on L is the �ne K-module topology.Proof Let L0 be the �eld L with the �ne K-module topology. Then theidentity map h : L0 ! L is continuous. Let L �= F ((t)) be a parametrizationof L, and let g : F [t] ! L0 be the inclusion. By the theorem there isa continuous homomorphism ĝ : L �= F ((t)) ! L0 extending g. Sinceh � ĝ : L! L is continuous and h � ĝjF [t] = h � g, uniqueness implies that ĝis the identity map. Therefore the two topologies on L are equal. 2Corollary 2.1.19 Let f : K ! L be a morphism in TLF(k) of dimensionn, let a = (a1; : : : ; an) be an initial system of parameters in L and let s =(s1; : : : ; sn) be a sequence of indeterminates. Then f extends uniquely to a�nite morphism f̂ : K((s))! L in TLF(k) with f̂(si) = ai.Proof To get f̂ apply the theorem to f : K[s]! L. Let ei be the order ofai in Oi(L). From [CA] ch. III x2.11 prop. 14, used repeatedly, we get[L : K((s))] = e1 � � � en[�n(L) : K] <1: 2We see that every morphism in TLF(k) factors as a Laurent series mor-phism (i.e. K ! K((s))) followed by a �nite morphism. This implies thata morphism is, topologically, a strict monomorphism.Corollary 2.1.20 Let K be a TLF and let f : K ! L be a �nite �eldextension. Then L admits a unique structure of TLF such that f becomes amorphism in TLF(k).Proof Say K has dimension n; then L has a unique structure of n-dimensional local �eld extending that of K. Put on L the �ne K-moduletopology. We must exhibit a parametrization of L. Choose a k-algebra lift-ing F = �n(L)! O(L) and a regular system of parameters t in it. By thm.44



2.1.17 we get a continuous k-algebra homomorphism g : F ((t))! L, whichis in fact bijective (cf. previous cor.). Choose a parametrization K �= E((s))and let h : K ! F ((t)) be the �nite morphism extending g�1 � f jE[s]. Sinceg � h : K ! L is continuous we have g � h = f , so in fact g is a homeomor-phism, and it is the desired parametrization. 2Let LF(k) be the category of local �elds over k, i.e. the objects havethe structures i) and ii) of def. 2.1.10 and the morphisms are the homomor-phisms which respect those structures. Let unt : TLF(k) ! LF(k) be thefunctor which forgets the topology. The behavior of this functor changesdramatically between characteristic 0 and positive characteristics.Proposition 2.1.21 Suppose char k = p. Then the functor unt induces anequivalence between TLF(k) and the full subcategory of LF(k) consisting ofthe �elds K such that rankK
1K=k <1.Proof Clearly every such �eld K 2 LF(k) lifts to some ~K 2 TLF(k) (usethe Cohen structure theorem). It su�ces to show that unt is a full functor.So let K;L 2 TLF(k) and let f : unt(K)! unt(L) be a morphism in LF(k).We must show that f is continuous.First assume that dim(K) < dim(L) and L = E((s)) for some TLFE. Let fi : K ! E[s]=(si+1) be the induced homomorphism. By induc-tion on the dimension we know that f0 : K ! E is continuous, so E isa ST K-module (via f0). Choose i � 0 and let 	 : Ei+1 '! E[s]=(si+1),	(a0; : : : ; ai) = P a�s�, which is an isomorphism of ST E-modules. Themap Di := 	�1 � fi : K ! Ei+1 is a di�erential operator over K (of order� i), so by thm. 2.1.14 it is continuous. Hence fi is continuous. Now passto the inverse limit to conclude that f is continuous.If dim(K) = dim(L) write K = F ((t)). Then by the discussion abovethe maps fi : F [t]=(ti+1) ! E[s]=(si+1) are continuous, and by passing tolimits so if f . 2This is not the case in characteristic 0. If char k = 0 andK is a local �eldover k of dimension � 2, then K admits di�erent topologies. Equivalently,given K 2 TLF(k), there exist automorphisms of unt(K) in LF(k) whicharen't continuous. Note that this contradicts the assertions in [Lo] pp. 501-502 regarding the uniqueness of the topology.45



Example 2.1.22 Suppose char k = 0. Let K := k((t1; t2)) 2 TLF(k),and let fu�g be a transcendency basis for k((t2)) over k(t2), so k((t2)) isseparably algebraic over k(t2; fu�g). Choose arbitrary v� 2 k((t2))[[t1]].Then there exists a unique k(t2)-algebra lifting � : k((t2)) ! k((t2))[[t1]]such that �(u�) = u� + t1v�. Extend it to an automorphism � of K suchthat �(t1) = t1. � is an automorphism of unt(K), but it is continuousprecisely when all the v� are 0.To conclude this section we will show that the topology on a topologicallocal �eld determines its local structure. GivenK 2 TLF(k), let �i : O(K)!�i(K) be the canonical continuous maps (O(K) has the topology inducedfrom K).Lemma 2.1.23 Let K 2 TLF(k) be n-dimensional.a) Let s be an indeterminate and put on Z the discrete topology. If f :Z[[s]] ! K is a continuous ring homomorphism, then f(s) 2 O(K)and �n � f(s) = 0.b) Let u and s be indeterminates and put on Z[u; u�1] the discrete topol-ogy. Let f : Z[u; u�1][[s]] ! K be a continuous ring homomorphism,with f(u) 2 O(K). Then for every i, 0 � i � n�1, either �i�f(s) = 0or �i+1 � f(u) 6= 0.Proof a) We prove by induction on i, i � n� 1, that �i � f(s) 2 Oi+1(K).Since limj!1 sj = 0 in Z[[s]], we get limj!1(�i � f(s))j = 0 in �i(K). Now�i(K) �= L((t)) for some TLF L, so by the decomposition (1.3.6) and prop.1.1.5 c) it follows that �i � f(s) 2 Oi+1(K) �= L[[t]]. Since �n(K) is discreteit must be that �n � f(s) = 0b) Set a := �i � f(s) and b := �i � f(u). If a 6= 0 and �i+1 � f(u) = 0,then b�ha 2 �i(K) � Oi+1(K) for h >> 0. Now limj!1(u�hs)j = 0 inZ[u; u�1][[s]], so limj!1(b�ha)j = 0 in �i(K), which is impossible by prop.1.1.5 c). 2Proposition 2.1.24 Let K 2 TLF(k) be n-dimensional and let a = (a1; : : : ;an) be a sequence of elements of K. Then a is a system of parameters inK i� there exists a continuous ring homomorphism Z((t)) = Z((t1; : : : ; tn))! K, ti 7! ai. 46



Proof Suppose a is a system of parameters. By thm. 2.1.17 there is acontinuous ring homomorphism Z((t))! K sending ti 7! ai.Conversely, suppose such a homomorphism f : Z((t))! K exists. Takei, 1 � i � n, and consider the continuous ring homomorphism Z[[s]] !Z((t)), s 7! ti. By lemma 2.1.23 a), ai 2 O(K) and �n(ai) = 0. De�neli to be the smallest number such that �li(ai) = 0. Now take i � n � 1,and consider the continuous ring homomorphism Z[u; u�1][[s]] ! Z((t)),s 7! ti; u 7! ti+1. By lemma 2.1.23 b), it follows that li+1 � li + 1.Therefore li = i and a is a system of parameters. 22.2 Clusters of TLFs and Base ChangeAs before k is a �xed perfect �eld. In this section we de�ne a category ofalgebras CTLF(k), which contains TLF(k) as a full subcategory. In this newcategory there is a convenient base change operation. Given an artiniank-algebra A let Ared := A=(radical). Since k is perfect, there exist k-algebraliftings Ared ! A.De�nition 2.2.1 A cluster of topological local �elds over k is an artinian,commutative semi-topological k-algebra A, together with a structure of atopological local �eld over k on each of its residue �elds A=p, p 2 SpecA.We require that there will exist some k-algebra lifting Ared ! A, relative towhich A has the �ne Ared-module topology.A is called equidimensional if the TLFs A=p, p 2 SpecA, all have equaldimensions and equal di�erential degrees.A morphism f : A ! B of clusters of TLFs is a continuous k-algebrahomomorphism such that for every q 2 SpecB lying over some p 2 SpecA,the induced map on residue �elds A=p! B=q is a morphism in TLF(k).Denote the category of clusters of TLFs by CTLF(k). The topology ona cluster of TLFs A is local with respect to SpecA, i.e. A �= Qp2SpecAApas ST rings. This is because the spectral decomposition is multiplicationby idempotents, a continuous operation. Since Ared is a complete separatedk-algebra, so is A.The next proposition shows that the topology on A is independent of thelifting Ared ! A (provided this lifting is continuous). Given a morphism f :A ! B and a maximal ideal q 2 SpecB, let dimq(f) := dim(A=p ! B=q),where p := f�1(q). We say that f is �nite if dimq(f) = 0 for all q.47



Proposition 2.2.2 a) Let � : Ared ! A be a morphism in CTLF(k) (i.e.a continuous lifting). Then A has the �ne Ared-module topology (via�).b) Let A! B be a �nite morphism in CTLF(k). Then the topology on Bis the �ne A-module topology.c) Let A 2 CTLF(k) and let B be a �nite A-algebra. Then there exists aunique structure of cluster of TLFs on B which makes A! B into amorphism in CTLF(k).Proof These questions are local on SpecB, so we may assume that SpecB =fqg and SpecA = fpg.a) Set K := A=p and let K �= F ((t)) be a parametrization. Let A0 be thealgebra A with the �ne K-module topology via � , and let h : A0 ! A be theidentity map. We must prove that h is a homeomorphism. Say � : K ! Ais a lifting which determines the topology. Then it su�ces to prove thath�1 � � : K ! A0 is continuous. Now g := h�1 � �jF [t] : F [t] ! A0 is aDO over F [t] (cf. proof of thm. 2.1.17) so it extends to a continuous DOĝ : K ! A0. But h � ĝ is continuous, so h � ĝ = � and hence h�1 � � = ĝ iscontinuous.b) (Cf. proof of cor. 2.1.18.) Let � : K = A=p ! A be a lifting whichdetermines the topology. Let B0 be the algebra B with the �ne K-moduletopology and let h : B0 ! B be the identity map. As in the proof of thm.2.1.17 there exists some continuous k-algebra lifting � : L = B=q ! B0.Now h � � : L ! B is a morphism, so by part a), B has the �ne L-moduletopology via h � � . This implies that h is a homeomorphism.c) Denote the homomorphism A ! B by f . Let � : K = A=p ! A be alifting which de�nes the topology. Put on B the �ne K-module topology,and put on L = B=q the unique structure of TLF such that K ! L is a�nite morphism in TLF(k). It remains to exhibit a lifting � : L ! B suchthat B has the �ne L-module topology.Choose a continuous k-algebra lifting � : L! B as before. Let B0 be thealgebra B with the �ne L-module topology, so B0 is a cluster of TLFs. Leth : B0 ! B be the identity map. Choose a parametrizationK �= F ((t)). TheDO g := h�1 � �jF [t] : F [t] ! B0 extends to a continuous DO ĝ : K ! B0,and h � ĝ = f � � : K ! B. Thus ĝ is a morphism, and by part b) h is ahomeomorphism. 248



Let k0 be another perfect �eld, with discrete topology, and suppose thereis a homomorphism k ! k0. Thus any ST k0-algebra is also a ST k-algebra.De�nition 2.2.3 Let A 2 CTLF(k) and let A0 2 CTLF(k0). A �nitely rami-�ed homomorphism A! A0 is a continuous k-algebra homomorphism, suchthat for every p0 2 SpecA0 lying over some p 2 SpecA, the image of (A=p)�in the canonical valuation group (A0=p0)�=O(A0=p0)� is a subgroup of �niteindex.Theorem 2.2.4 (Finitely Rami�ed Base Change) Let f : A ! B be amorphism in CTLF(k), let A0 2 CTLF(k0) and let u : A ! A0 be a �nitelyrami�ed homomorphism. Then there exists an algebra B0 2 CTLF(k0), amorphism f 0 : A0 ! B0 in CTLF(k0) and a �nitely rami�ed homomorphismv : B ! B0, satisfying:i) dimq0(f 0) = dimq(f) for every q0 2 SpecB0 lying over some q 2SpecB, and the diagram below is commutative:B -v B06f 6f 0A -u A0ii) Suppose g0 : A0 ! C 0 is a morphism in CTLF(k0) and w : B ! C 0is a �nitely rami�ed homomorphism, such that w � f = g0 � u anddimq0(g0) = dimq(f) for every q0 2 SpecC 0 lying over some q 2 SpecB.Then there exists a unique �nite morphism h0 : B0 ! C 0 in CTLF(k0)such that g0 = h0 � f 0 and w = h0 � v.Proof We can assume that SpecA = fpg, SpecA0 = fp0g and SpecB = fqg.Choose a lifting � : A=p ! A. Say dim(f) = m and pick b1; : : : ; bm 2 Bsuch that their images form an initial system of parameters b = (b1; : : : ; bm)in B=q. Let s = (s1; : : : ; sm) be a sequence of indeterminates. As in theproof of prop. 2.2.2, we get a �nite morphism (A=p)((s)) ! B, extendingf � � and sending si 7! bi. Now A((s)) �= A 
A=p (A=p)((s)), giving riseto a �nite morphism A((s)) ! B extending f . There is also a continuoushomomorphism ~u : A((s))! A0((s)), which is �nitely rami�ed. De�neB0 := B 
A((s)) A0((s))49



with the unique structure of CTLF to make A0((s))! B0 a �nite morphismin CTLF(k0). The maps f 0 and v are the obvious ones.Suppose that an algebra C 0 and maps g0, w are given as in ii). Letq0 2 SpecC 0 be arbitrary, and set p0 := g0�1(q0) and q := w�1(q0). Letb be as before. We claim that (w(b1); : : : ; w(bm)) is an initial system ofparameters in C 0=q0. If dim(C 0) =m this follows directly from prop. 2.1.24.Otherwise, recall that u is �nitely rami�ed, so there is an element a 2 Awith u(a) a parameter of the DVR O1(A0=p0). From lemma 2.1.23 b) itfollows that ((w(b1); : : : ; w(bm); g0 � u(a)) is an initial system of parametersin C 0=q0. As before we get a �nite morphism A0((s)) ! C 0q0 , si 7! w(bi).Thus a morphism B0 ! C 0q0 exists, and it is clearly unique. 2Example 2.2.5 Take A := k(t2), B := k(t2)((t1)) and A0 := k((t2)) withthe standard homomorphisms. Then B0 = k((t2))((t1)) = k((t1; t1)).2.3 Di�erential Forms and TracesAs before k is a �xed perfect �eld with discrete topology. In this sectionwe show that to each �nite morphism K ! L in TLF(k) there is attached acanonical trace map TrL=K : 
�;sepL=k ! 
�;sepK=k .Lemma 2.3.1 Let K be a TLF over k. Then 
�;sepK=k is a free ST K-moduleof �nite rank.Proof Let K �= F ((t1; : : : ; tn)) = F ((t)) be a parametrization of K. Bycor. 1.5.19, F [t] ! K is topologically �etale relative to k. By condition a)of def. 2.1.10, 
�F [t]=k is a �nitely generated free F [t]-module. Since K isseparated, and using cor. 1.5.13, we get 
�;sepK=k �= K 
F [t] 
�F [t]=k. 2Recall that if char k = p then 
�;sepK=k = 
�K=k = 
�K (cor. 2.1.15).Given a TLFK de�ne the di�erential logarithmmap dlog : K� ! 
1;sepK=k ,dlog(a) := a�1da. This is a homomorphism of abelian groups, functorialwith respect to continuous k-algebra homomorphisms.Proposition 2.3.2 There exists a unique functorial trace map, assigningto each �nite morphism K ! L in TLF(k) a map TrL=K : 
�;sepL=k ! 
�;sepK=k ,satisfying the following axioms: 50



T1 TrL=K is a homomorphism of semi-topological di�erential graded left
�;sepK=k -modules, of degree 0.T2 TrL=K coincides with the �eld trace on L = 
0;sepL=k .T3 TrL=K � dlog = dlog � NL=K : L� ! 
1;sepK=k , where NL=K is the �eldnorm.(Cf. [Lo] props. 2 and 4, and [Ku1] x2.3 Satz 1.)Proof 1) Assume k has characteristic 0. According to cor. 2.1.18 andprop. 1.5.8 any �nite morphism K ! L is topologically �etale relative to k.Therefore 
�;sepL=k �= 
�;sepK=k 
K L. Let TrL=K : 
�;sepL=k ! 
�;sepK=k be the 
�;sepK=k -linear extension of the �eld trace TrL=K : L ! K. Because it is K-linear,TrL=K is continuous. The functoriality follows from the same property ofthe �eld trace.Choose any �nite Galois extension g : K ! M containing L, and letH := HomAlg(K)(L;M). By cor. 2.1.20 we may assume that g is a �nitemorphism in TLF(k). Then g : 
�;sepK=k ! 
�;sepM=k is injective, andg � TrL=K = Xh2H h : 
�;sepL=k ! 
�;sepM=k : (2.3.3)Since h � d = d � h and g � NL=K = Qh2H h : L� ! M�, it follows thatTrL=K commutes with d and that axiom T3 is satis�ed.2) Now assume that k has characteristic p. By [Ku1] x2.3 Satz 1 there isa functorial trace map TrL=K : 
�L ! 
�K for any �nite extension K ! L.It is a homomorphism of DG 
�K-modules; hence it is continuous. AxiomT2 follows from [Ku1] (2.3.6) property d). In order to verify axiom T3 wemay assume (by transitivity) that L is either separable over K, or purelyinseparable of degree p. In the �rst case formula (2.3.3) holds. In the secondcase it su�ces to consider a 2 L� �K�, and by [Ku1] (2.3.6) property e)TrL=K�dlog(a) = a�pTrL=K(ap�1da) = a�pd(ap) = dlog�NL=K(a) : (2.3.4)2Remark 2.3.5 In [Ku1] E. Kunz proves the existence of a canonical tracemap TrL=K : 
�L=k ! 
�K=k for any �nite extension of �elds K ! L relative51



to any base �eld k. In characteristic 0 the proof is like part 1) of prop.2.3.2, whereas in characteristic p it uses Tate's trace map, see [Ta1] p. 401.For TLFs the two trace maps TrL=K are compatible with the projections
��=k ! 
�;sep�=k . (The author thanks R. H�ubl for referring him to [Ku1].)Remark 2.3.6 The multiplicative group K� is considered here to be adiscrete group, and the same holds for the Milnor ring K�K; see remark1.3.8 and digression 2.4.25. When dealing with local class �eld theory onedoes topologize these groups appropriately; the reader is referred to [Pa3]x2, [Ka] part I x7.1 and [Kh] x2.3.De�nition 2.3.7 Let K 2 TLF(k) with rankK 
1;sepK=k = d. The dual moduleof K is the free semi-topological K-module of rank 1, !K := 
d;sepK=k .The name is explained by the next proposition. First we de�ne the tracepairing h�;�iL=K : L� !L mult���! !L TrL=K���! !K : (2.3.8)Proposition 2.3.9 The trace pairing is a perfect pairing of semi-topologicalK-modules, i.e. it induces isomorphisms !L �= HomcontK (L;!K) and vice-versa.Proof It su�ces to show that TrL=K is non-zero, and we may assumeK ! L is either separable or inseparable of degree p. In the separable casethis is well known. If L = K[a] with a inseparable over K of degree p, thenchoose b1; : : : ; bd�1 2 K� such that a; b1; : : : ; bd�1 is a p-basis of L. ThenTrL=K(dlog(b1) ^ � � � ^ dlog(bd�1) ^ dlog(a))= dlog(b1) ^ � � � ^ dlog(bd�1) ^ dlog(ap) 6= 0in !K . (Cf. [Ku1] (2.3.5)). 2Let CTLFred(k) be the full subcategory of CTLF(k) consisting of reducedalgebras. It is an easy matter to extend the trace functor to CTLFred(k).For A 2 CTLFred(k), we have 
�;sepA=k = Qp2SpecA
�;sep(A=p)=k. Given a �nitemorphism A! B, the trace map is de�ned locally on SpecB:TrB=A :=Xqjp Tr(B=q)=(A=p) : 
�;sepB=k ! 
�;sepA=k : (2.3.10)52



Set !A := Lp2SpecA !A=p, a free ST A-module of rank 1. Then the tracepairing h�;�iB=A : B � !B ! !A is a perfect pairing of ST A-modules.The next proposition shows that the trace pairing commutes with �nitelyrami�ed base change (cf. [Lo] lemma 5 iii) ).Proposition 2.3.11 Let the data of theorem 2.2.4 be given, and assumethat f is a �nite morphism and the algebras A;A0 and B are reduced. Forevery q0 2 SpecB0 denote the length of the artinian local ring B0q0 by l(B0q0)and denote by vq0 the induced map B ! B0=q0 = (B0red)q0. Thenu � TrB=A = TrB0red=A0 �0@Xq0 l(B0q0) vq01A : 
�;sepB=k ! 
�;sepA0=k0 :Proof We may assume that A;A0; B are �elds. Now B0 = B 
A A0. IfA ! B is separable then so is A0 ! B0 and l(B0q0) = 1 for all q0. All tracesappearing are gotten by base change from the �eld trace TrB=A : B ! A, soequality holds.Next, assume that B = A[b] with b inseparable of degree p over A.Then SpecB0 = fq0g, and either u(bp) 62 A0(p), in which case l(B0) = 1,B0 = A0[v(b)] and TrB0=A0(dlog � v(b)) = u � dlog(bp); or u(bp) 2 A0(p), inwhich case l(B0) = p, B0red = A0 and u � dlog(bp) = 0. Again equality holds.The general situation now follows by transitivity. 22.4 Residues in Topological Local Fields; Topological Dual-ityAs before k is a �xed perfect �eld. GivenK 2 TLF(k), let K�K =L1i=0KiKbe its Milnor ring (see [Mi]). As mentioned earlier (remark 2.3.6), K�K hasthe discrete topology. For any a1; : : : ; ai 2 K�, we denote the correspondingelement (symbol) in KiK by (a1; : : : ; ai). Let n := dim(K). For every1 � i � n there is a homomorphism of abelian groupsordiK := @ � � � � � @| {z }i : KiK ! K0�i(K) = Z (2.4.1)where @ : K�K ! K��1�1(K) is the map of [BT] prop. 4.5. If v =(v1; : : : ; vn) : K� ! (Z; lex) is a surjective valuation, one has ordiK(a1; : : : ; ai) =(�1)(i2) det[v�(a�)] (cf. [Lo] p. 501). 53



Remark 2.4.2 The original de�nition of @, namely the one in [Mi], di�ersfrom that of [BT] by a sign. We chose the latter since it permits O� to actfrom the left.There is a canonical homomorphism of graded rings (called the Tate mapon [Pa3] p. 166) dlog : K�K ! 
�;sepK=k , extending the di�erential logarithmdlog : K� ! 
1;sepK=k . Thus dlog(a1; : : : ; an) = a�11 da1 ^ � � � ^ a�1n dan.The following important theorem is due to Lomadze ([Lo] thm. 1). Itgeneralizes the well known 1-dimensional case (see [Se] ch. II no. 11) andParshin's result for 2-dimensional �elds ([Pa1] x1 prop. 1). We present animproved version, in the framework of topological local �elds.Theorem 2.4.3 Let k be a perfect �eld. There exists a unique functorRes : TLF(k)� ! Ab, such that ResK = 
�;sepK=k for all K 2 TLF(k), andsatisfying the following axioms:R1 Given a morphism K ! L in TLF(k), the map ResL=K := Res(K !L) : 
�;sepL=k ! 
�;sepK=k is a homomorphism of semi-topological di�erentialgraded left 
�;sepK=k -modules of degree �dim(L=K).R2 If K ! L is a �nite morphism then ResL=K = TrL=K.R3 If K ! L is a morphism of dimension n � 1, then for any a1; : : : ; an 2L� it holds thatResL=K � dlog(a1; : : : ; an) = [�n(L) : K] ordnL(a1; : : : ; an):The proof is postponed till later in this section.Observe that for L = K((t1; : : : ; tn)), axiom R3 yieldsResL=K(t�1n dtn ^ � � � ^ t�11 dt1) = 1 :Remark 2.4.4 Our residue map ResL=K di�ers from the one de�ned on[Lo] p. 509 by a factor of (�1)(n2 ), where n = dim(L=K).Let K ! L be a morphism in TLF(k). We call K ! L smooth (resp.�etale) if it is so in STComAlg(k). A Laurent series morphism K ! K((t))is smooth. Thus if char k = 0, any morphism K ! L is smooth, sinceit factors as K ! K((t)) ! L with K((t)) ! L �nite separable. On54



the other hand, if char k = p, K ! L is a smooth morphism i� L is aseparable K-algebra (see cor. 2.1.16). (One can actually show that anysmooth morphism factors as K ! K((t)) ! L with K((t)) ! L �niteseparable.) Given a smooth morphism K ! L of dimension n, any splitting
1;sepL=k �= 
1;sepL=K � �
1;sepK=k 
K L� de�nes an isomorphism of left ST graded
�;sepK=k -modules 
�;sepL=k �= 
�;sepK=k 
K 
�;sepL=K : (2.4.5)This induces a canonical homomorphism of left ST graded 
�;sepK=k -modules
�;sepL=k ! 
�;sepL=k
�;sepK=k � �
�n�1;sepL=k + d(
n�1;sepL=k )� �= 
�;sepK=k 
K Hn
�;sepL=K : (2.4.6)Hence any map 
�;sepL=k ! 
�;sepK=k satisfying axioms R1 - R3 factors throughthe module on the right hand side of (2.4.6), and thus is completely deter-mined by its restriction to 
n;sepL=k (if K ! L is smooth !).Note that by formula (2.4.6), 
�;sepK=k 
K Hn
�;sepL=K is a DG 
�;sepK=k -module.Taking L = K((t1; : : : ; tn)), the action of the exterior derivative d on 
�;sepK=k 
KHn
�;sepK((t))=K is given by:d(� 
 ti dlog(t)) = d(�)
 ti dlog(t) ; (2.4.7)for � 2 
�;sepK=k and i 2 Zn. De�ne a K-linear map( 
n;sepK((t))=K ! KPi2Zn ai ti dlog(t) 7! a(0;:::;0): (2.4.8)An elementary calculation (say, using prop. 1.3.5 and lemma 1.3.9) showsthat this map vanishes on d(
n�1;sepK((t))=K), inducing a map Hn
�;sepK((t))=K ! K.Extend it to a homomorphism of left 
�;sepK=k -modulesResK((t))=K;t : 
�;sepK((t))=k ! 
�;sepK=k (2.4.9)using (2.4.6).De�nition 2.4.10 Let K ! L be a morphism of dimension n in TLF(k)and let a = (a1; : : : ; an) be an initial system of parameters in L. De�neResL=K;a := ResK((a))=K;a � TrL=K((a)) : 
�;sepL=k ! 
�;sepK=k :55



Suppose K ! E is a �nite morphism. Then 
�;sepE((t))=k �= 
�;sepE=k 
K
�;sepK((t))=K , implying thatResK((t))=K;t � TrE((t))=K((t)) = TrE=K � ResE((t))=E;t: (2.4.11)It immediate from the de�nition thatResK((t;s))=K;(t;s) = ResK((s))=K;s � ResK((t;s))=K((s));t (2.4.12)where (t; s) := (t1; : : : ; s1; : : :) is the concatenated sequence.If char k = p we have K((t))(p=K) = K((tp)) = K((tp1; : : : ; tpn)), soTrK((t))=K((tp))(dlog(t)) = dlog(tp) ;and TrK((t))=K((tp))(ti dlog(t)) = 0if 0 � ij < p but i 6= (0; : : : ; 0). Therefore we get an equalityResL=K;a = ResL=K;ap (2.4.13)for every initial system of parameters a in L.Lemma 2.4.14 The map ResL=K;a commutes with �nitely rami�ed base ch-ange: given K 0 2 TLF(k0) and a �nitely rami�ed homomorphism u : K !K 0, let K 0 ! L0 be the resulting morphism in CTLF(k0). Then in the notationof thm. 2.2.4 and prop. 2.3.11 one hasu � ResL=K;a =Xq0 l(L0q0)Res(L0=q0)=K0;a � vq0 : 
�;sepL=k ! 
�;sepK0=k0 :Proof In view of prop. 2.3.11 it su�ces to show thatu � ResK((a))=K;a = ResK0((a))=K0;a � vwhich is immediate from the de�nitions. 2A homomorphism of �elds K ! L induces a homomorphism of gradedrings K�K ! K�L, and this makes K�L into a left K�K-module. If K ! Lis �nite, there is a canonical transfer map NL=K : K�L ! K�K, whichsatis�es:NL=K is K�K-linear of degree 0,NL=K(1) = [L : K] and NL=K jK1L is the �eld norm. (2.4.15)56



(see [BT] p. 386 and [Ka] x1.7 prop. 5).Now suppose that K ! L is a �nite morphism in TLF(k). Then accord-ing to [Lo] propositions 5 and 6 respectively we haveTrL=K � dlog = dlog � NL=K : K�L! 
�;sepK=k (2.4.16)and ordiK � NL=K = [�i(L) : �i(K)] ordiL : KiL! Z: (2.4.17)(Cf. also our digression 2.4.25.) According to [Lo] lemma 6 vii) b), it holdsthat ResK((a))=K;a � dlog = ordnK((a)) : KnK((a))! K: (2.4.18)Lemma 2.4.19 The map ResL=K;a satis�es axioms R1, R2 and R3.Proof Axiom R2 holds by de�nition. To verify axiom R1 we may assumethat L = K((t)) and a = t; this is because of proposition 2.3.2. The 
�;sepK=k -linearity is built into the de�nition. As for continuity, according to formula(2.4.12) we may assume that L = K((t)). Now use prop. 1.3.5. To see thatResL=K;t commutes with d, it su�ces to look at the forms �^ ti dlog(t), with� 2 
�;sepK=k . For them we can use formula (2.4.7).Finally, to prove axiom R3 we consider the diagram
n;sepL=k�������dlog @@@@@@RTrL=K((a))KnL -NL=K((a)) KnK((a)) -dlog 
n;sepK((a))=k?ordnL ?ordnK((a)) ?ResK((a))=K;aZ -[�n(L) : K] Z - KLooking at formulas (2.4.16), (2.4.17) and (2.4.18) we see that the threesmall diagrams commute. But the axiom is equivalent to the commutativityof the outer diagram. 257



Proof (of thm. 2.4.3) First we show the uniqueness of the residue func-tor. Let K ! L be a morphism of dimension n in TLF(k) and let abe an initial system of parameters in L of length n. We will show thatResL=K = ResL=K;a. By functoriality and axiom R2 we may assume thatL = K((a)). Using the factorization (2.4.6) and axiom R1 it su�ces toshow that ResL=K(ai dlog(a)) = �i;(0;:::;0) for all i 2 Zn. For i = (0; : : : ; 0)this is axiom R3. If char k = 0 we are done, since we may \integrate"ai dlog(a) if i 6= (0; : : : ; 0), showing it is a cocycle. If char k = p we getTrL=L(pj=K)(ai dlog(a)) = 0 when j is large enough (take j s.t. i 62 pjZn).Now apply functoriality and axiom R2 to K ! L(pj=K) ! L.To prove existence it su�ces to show that ResL=K;a = ResL=K;b for anytwo initial systems of parameters a and b. Functoriality is then a conse-quence of formulas (2.4.11) and (2.4.12), and we already checked that theaxioms are satis�ed. The initial system of parameters a may be taken to beregular. Let us consider three cases:case 1 The mapK ! �n(L) is an isomorphism. Then L = K((a)). Since themap ResL=K;b satis�es the axioms, the uniqueness proof above (and usingformula (2.4.13) in characteristic p) tells us that ResL=K;a = ResL=K;b.case 2 The map K ! �n(L) is separable. Then there is a factorizationK ! E ! L with E '! �n(L). Therefore L = E((a)) and formula (2.4.11)reduces this to case 1.case 3 The map K ! �n(L) is purely inseparable (and char k = p). (Cf.[Lo] lemma 8.) First note that formula (2.4.13) allows us to assume thatK ! L is smooth: simply replace L with K((a))[bpj ] for j su�ciently large.Therefore we need only compare the two maps restricted to 
n;sepL=k .Let ~K be the �eldK made into a 0-dimensional �eld in TLF(k) (so it hasthe discrete topology) and let ~L be the �eld L with the TLF structure suchthat ~K((a)) ! ~L is a �nite morphism. Note that the original morphismK ! L is then the �nitely rami�ed base change obtained from ~K ! ~L and~K ! K. By lemma 2.4.14 we can assume that dimK = 0.Now let K 0 be an algebraic closure of K, considered as a 0-dimensional�eld in TLF(k), and let K 0 ! B0 be the morphism in CTLF(k) obtained by�nitely rami�ed base change from K ! L and K ! K 0. Again appealingto lemma 2.4.14 it su�ces to check that Res(B0=q0)=K0;a = Res(B0=q0)=K0;b forevery q0 2 SpecB0. Since K 0 is algebraically closed we are back to case 1.2 58



Corollary 2.4.20 There exists a unique functor Res : CTLFred(k)� ! Abextending Res : TLF(k)� ! Ab, s.t. for any morphism A ! B, the residuemap ResB=A : 
�;sepB=k ! 
�;sepA=k is (left) 
�;sepA=k -linear.Proof De�ne ResB=A :=PqjpRes(B=q)=(A=p). 2De�nition 2.4.21 Let A! B be a morphism in CTLFred(k). The residuepairing is the maph�;�iB=A : B � !B mult���! !B ResB=A���! !A :We can now state our main result on clusters of TLFs:Theorem 2.4.22 (Topological Duality) Let A ! B be a morphism inCTLFred(k). The residue pairing is a perfect pairing of semi-topological A-modules.Proof We may assume that A and B are �elds. Moreover, in view of prop.2.3.9 we may assume that B = A((t)) = A((t1; : : : ; tn)) with n � 1. Sett0 := (t2; : : : ; tn). Given � 2 HomcontA (B;!A) de�ne, for every i 2 Z, �i :A((t0))! !A, �i(a) := �(at�i1 ). By induction on n there exists a unique �i 2!A((t0)) representing �i with respect to the pairing h�;�iA((t0))=A. Accordingto prop. 1.2.22, �i = 0 for i << 0. Then � := Pi2Z�i ^ ti1dlog(t1) 2 !Brepresents �, and it is unique. 2Another important result is: (cf. [Lo] thm. 1 iv))Theorem 2.4.23 (Smooth Finitely Rami�ed Base Change) Let f : A! Bbe a morphism in CTLFred(k), let A0 2 CTLFred(k) and let u : A! A0 be a�nitely rami�ed homomorphism, topologically smooth relative to k. Let f 0 :A0 ! B0 be the morphism in CTLF(k) gotten by �nitely rami�ed base changeand let v : B ! B0 be the corresponding �nitely rami�ed homomorphism(see thm. 2.2.4). Then B0 is reduced, u : 
�;sepA=k ! 
�;sepA0=k is injective and thediagram below commutes: 
�;sepB=k -v 
�;sepB0=k0?ResB=A ?ResB0=A0
�;sepA=k -u 
�;sepA0=k059



Proof We may assume that A, B and A0 are �elds. From formula (1.5.12)it follows that 
�;sepA0=k �= 
�;sepA0=A 
A 
�;sepA=k , so u is injective.Recall the proof of thm. 2.2.4. Since u : A ! A0 is smooth inSTComAlg(k), so are A[s]! A0[s]! A0((s)) (prop. 1.5.9 b) and cor. 1.5.19).But A[s] ! A((s)) is �etale, so by diagram chasing in def. 1.5.7 we see thatA((s)) ! A0((s)) is smooth in STComAlg(k). By cor. 2.1.16, if char k = p,this implies that A0((s)) is a separable A((s))-algebra. In characteristic 0separability is automatic. Therefore B0 = B
A((s))A0((s)) is reduced, whichmeans that l(B0q0) = 1 for all q0 2 SpecB0. By lemma 2.4.14 the diagramcommutes. 2We saw that in characteristic p the topology on local �elds is super
u-ous (prop. 2.1.21). The next example shows that in characteristic 0 anddimension � 2, not only are there many topologies on a local �eld, therealso are many residue maps, since these depend on the topology. Fix a�eld K 2 TLF(k) and a morphism f : unt(K) ! L in LF(k), and letff� : K ! L�g be the morphisms in TLF(k) in the �bre over f relative tothe functor unt. Then the maps 
�L=k!!
�;sepL�=k ResL�=K������! 
�;sepK=k may changeas � varies.Example 2.4.24 Suppose char k = 0. Let L� := k((t1; t2)) 2 TLF(k)and let � : k((t2)) ! L� be the standard morphism. Denote by L theuntopologized local �eld unt(L�). Choose a transcendency basis fu�g fork((t2)) over k(t2) and �x some u0 2 fu�g. Let � : k((t2)) ! k((t2))[[t1]] bethe unique k(t2)-algebra lifting such that �(u0) = u0 + t1 and �(u�) = u�,� 6= 0. Extend it to an isomorphism k((t1; t2)) '! L of local �elds by sendingt1 7! t1, and let L� be this new TLF. The map � : k((t2)) ! L� is then amorphism in TLF(k).Consider the form � := t�11 d(u0 + t1) ^ t�12 dt2 2 
�L=k (the discrete,in�nite dimensional space). Since we have a morphism � : k((t2)) ! L� , itfollows that d(u0 + t1) ^ dt2 = �(du0 ^ dt2) = 0 in 
�;sepL�=k. Therefore � = 0and ResL�=k(�) = 0.On the other hand, in 
�;sepL�=k we have du0 ^ dt2 = �(du0 ^ dt2) = 0, so� = t�11 dt1 ^ t�12 dt2 and ResL�=k(�) = �1.Digression 2.4.25 It is possible to de�ne a residue map in Milnor K-theory.First one has the following result: Let K ! L be a �nite homomorphism of60



n-dimensional local �elds (def. 2.1.8). Then for all 1 � i � n,N�i(L)=�i(K) � @iL = @iK � NL=K : K�L! K��i�i(K): (2.4.26)Here @iK = @ � � � � � @, so @iK jKiK = ordiK . The proof uses the same ideasfound in [BT] ch. I x5.9 and [Ka] x1.7. This generalizes prop. 3.1 of [Kh].Given a morphism K ! L in LF(k), de�neResML=K := N�n(L)=K � @nL : K�L! K��nK (2.4.27)where n = dim(L=K). Formula (2.4.26) implies that ResM := (K�(�);ResM�=�) is a functor LF(k)� ! Ab. It is not hard to verify that dlog :ResM � unt! Res is a natural transformation of functors on TLF(k)�. Thisis of particular interest in characteristic 0, when one takes into accountexample 2.4.24 and the preceding discussion.Digression 2.4.28 We may de�ne a version of de Rham cohomology inTLF(k) and get a Poincar�e duality. Let us consider the easier case of amorphism K ! L = K((t)) = K((t1; : : : ; tn)). Set Z�
�L=K := ker(d)and B�
�L=K := im(d). If char k = p there is a relative Cartier opera-tion, an L(p=K)-algebra epimorphism CL=K : Z�
�L=K!!
�L(p=K)=K with ker-nel B�
�L=K (see [Il] x2.1). De�ne Z�1
�L=K := Z�
�L=K , B�1
�L=K := B�
�L=Kand by recursion Z�i+1 = Z�i+1
�L=K := C�1L=K(Z�i
�L(p=K)=K)B�i+1 = B�i+1
�L=K := C�1L=K(B�i
�L(p=K)=K):Then B�1 � B�2 � : : : � B�i � Z�i � : : : � Z�2 � Z�1. Set Z�1 := TZ�i andB�1 := closure of SB�i in 
�;sepL=K . Having done so, we de�neH�;sepDR (L=K) := ( H�
�;sepL=K if char k = 0Z�1B�1 if char k = pThen one can show thatH�;sepDR (L=K) �= K 
k V�k " nMi=1 k � dlogti#61



and that the residue map induces a perfect pairingHi;sepDR (L=K)�Hn�i;sepDR (L=K)! Hn;sepDR (L=K) ResL=K���! K:
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3 The Beilinson Completion Functors
3.1 De�nition of the CompletionsLet X be a noetherian scheme. In [Be] A. Beilinson de�nes sheaves ofadeles on X with values in any quasi-coherent sheaf. The \local factors" ofthe adeles are the completions discussed in this section.Given a subset S � X we denote its closure by S�. If x; y 2 X arepoints s.t. y is a specialization of x, i.e. y 2 fxg�, we shall indicate this bywriting x � y.De�nition 3.1.1 Let n be a natural number. A chain of length n in X is asequence � = (x0; : : : ; xn) of points of X with xi > xi+1 for all i. If for everyi, xi+1 is an immediate specialization of xi (i.e. codim(fxi+1g�; fxig�) = 1),we call � a saturated chain.Let � = (x0; : : : ; xn) be a chain. A face of � is any subchain �. For anyinteger i = 0; : : : ; n, the i-th face of � is the chain di� := (x0; : : : ; xi�1; xi+1; : : : ; xn). We say that � begins with x0 and ends with xn. Formally weintroduce a chain 1 of length �1, and set d0(x0) := 1. By conventionwhenever we write � = (x; : : :) etc. or specify that a chain � is saturated,it is implied that � 6= 1. If � = (x0; : : : ; xn) and � = (y0; : : : ; ym) arechains s.t. xn > y0, their concatenation is de�ned to be the chain � _ � :=(x0; : : : ; xn; y0; : : : ; ym). For any chain � de�ne � _ 1 = 1 _ � := �.Let M be an OX -module. Its stalk at the point x 2 X is denoted byMx. Let mx 2 OX;x be the maximal ideal. If M is quasi-coherent then forany i � 0, Mx=mi+1x Mx is a skyscraper quasi-coherent sheaf supported onfxg�. 63



De�nition 3.1.2 To each chain � in X we associate an additive functor(�)� : M 7! M� from the category QCoh(X) of quasi-coherent sheaves onX to the category Ab of abelian groups, called the Beilinson completion along�. The de�nition is by recursion on the length of �.a) For any quasi-coherent sheaf M set M1 := �(X;M).b) Suppose � = (x; : : :) has length � 0.i) Given a coherent sheaf M set M� := lim i(Mx=mi+1x Mx)d0�.ii) LetM be a quasi-coherent sheaf and let (M�) be the direct systemof its coherent subsheaves. Set M� := lim�!(M�)�.Let � = (x0; : : : ; xn). For every i = 0; : : : ; n there is a natural trans-formation @i : Mdi� ! M�, called the i-th face map. These satisfy thesimplicial relations @j@i = @i�1@j for all i > j. Thus for any face � of� there is a well de�ned face transformation @ : (�)� ! (�)�. If n = 0and M is coherent then M(x0) is nothing but the mx0-adic completion ofMx0 . When Mx0 has �nite length over the local ring OX;x0 , the face map@0 : Md0� ! M� is bijective. For the structure sheaf we abbreviate andwrite OX;� instead of (OX )�.The group M1 is only an auxiliary device introduced to simplify de�-nitions and proofs. Completion along an actual chain � = (x0; : : : ; xn) (asopposed to � = 1) is a local process - it depends only on the stalks at xn 2 X.Thus we can replace X with any open subscheme U � X which contains xn.When convenient we shall consider the completion M(x0;:::;xn) as a sky-scraper sheaf supported on the closed set fxng�. (It is seldom quasi-coherent!) Doing so the completion becomes a functor (�)� : QCoh(X) ! Mod(X)and the face maps @i become OX -linear.Consider the prototypical example:Example 3.1.3 Let X := A 2k = Spec k[s; t], the a�ne plane over a �eld k.Take x := (0), y := (t) and z := (s; t) in X, so � := (x; y; z) is a saturatedchain of length 2. We then haveOX;(x) = k(s; t) ; OX;(x;y) = k(s)((t)) ;OX;(y) = k(s)[[t]] ; OX;(y;z) = k((s))[[t]] ;OX;(z) = k[[s; t]] ; OX;(x;y;z) = k((s))((t)) :64



Proposition 3.1.4 For any chain � (of length � 0) the functor (�)� :QCoh(X)! Ab is exact and commutes with direct limits.Proof The proof is by induction on the length of � = (x; : : :) and is dividedinto steps. We may assume that X is a�ne, so the functor (�)1 is exact.1) Consider the functor (�)� : Coh(X) ! Ab. To prove its exactness wemodify the the proof for the usual adic completion over a noetherian ring.Given an exact sequenceM� = (0!M0 !M!M00 ! 0)in Coh(X), de�ne an inverse system (M�i )i2N , where Mi :=Mx=mi+1x Mx,M00i := M00x=mi+1x M00x and M0i := im(M0x ! Mi). Since (�)d0� is exactby induction, we get an inverse system of exact sequences ( (M�i )d0� )i2N inAb, and since (M0i+1)d0� ! (M0i)d0� is surjective for all i, we get an exactsequence 0! lim i (M0i)d0� !M� !M00� ! 0 :But by the Artin-Rees lemma the �ltration (M0x \mi+1x Mx )i2N on M0x isco�nal with the mx-adic �ltration on it. Therefore lim i(M0i)d0� �=M0�.2) Now suppose lim�!M� = N in Coh(X). De�ne M0� := ker(M� !N ) and M00� := im(M� ! N ). Then lim�!M0� = 0; since the categoryCoh(X) is noetherian, for each �0 there exists some �1 � �0 such thatim(M0�0 ! M0�1) = 0. This implies that lim�!(M0�)� = 0 too. Because(�)� and lim! are exact functors we have lim�!(M�)� '! lim�!(M00�)�.Now there exists some �0 s.t. M00�0 '! M00� '! N for all � � �0; therefore(M00�0)� '! lim�!(M00�)� '! N�.3) Suppose we are given a direct system (M�)�2I in QCoh(X), with lim�!M� = N . Each M� is itself a direct limit of coherent sheaves; since directlimits commute we may assume that all M� are coherent. Let (N�)�2J bethe direct system of coherent subsheaves of N . For each (�; �) 2 I � J letL�;� :=M� �N N�, a coherent sheaf. The direct system (L�;�)(�;�)2I�J isa common re�nement of (M�)�2I and (N�)�2J , and by step 2)lim�!(M�)� �= lim(�;�)!(L�;�)� �= lim�!(N�)� = N� :4) Finally any exact sequence M� in QCoh(X) is a limit of some direct sys-tem of exact sequencesM�� of coherent sheaves. Since (M�)� �= lim�!(M��)�it is exact. 265



Just like for the adic completion of a noetherian ring we have:Corollary 3.1.5 For any chain � in X (of length � 0) there is a naturalisomorphism of OX -modules M� �=M
OX OX;�. The OX -module OX;� is
at.Proposition 3.1.6 Let � be a chain in X (of length � 0). Then the comple-tion OX;� is a commutative OX -algebra. Given a quasi-coherent OX-algebraB, the completion B� is an OX;�-algebra. If B is coherent then B� is anoetherian ring.Proof We may assume that X is a�ne, so OX;1 = �(X;OX) is a noetherianring. The proof is by induction on the length of � = (x; : : :).1) For any i � 0 set Bi := OX;x=mi+1x . This is a quasi-coherent OX -algebra.By induction (Bi)d0� is an OX;d0�-algebra. Moreover, since (Bi)d0� �= Bi
OXOX;d0� is a localization of a quotient of the noetherian ring OX;d0�, it isnoetherian too. Passing to the inverse limit we conclude that OX;� =lim i(Bi)d0� is an OX;d0�-algebra. According to [CA] ch. III x2.10 cor. 5,this is a noetherian ring.2) Let B be any quasi-coherent OX -algebra. By corollary 3.1.5 we haveB� �= B
OX OX;�. The right hand side exhibits B� as an OX;�-algebra. If Bis coherent then B� is �nite over OX;�, so it is noetherian. 2Given a chain � = (x; : : :) we shall write k(�) := k(x)� and m� := (mx)�.Thus m� � OX;� is an ideal and OX;�=m� = k(�).Let f : X ! Y be a �nite morphism of noetherian schemes. If y 2 Yand x 2 f�1(y), that is if x lies over y, we shall write xjy. This standardnotation can be extended to chains: given chains � = (y0; : : : ; yn) in Y and� = (x0; : : : ; xn) in X s.t. xijyi for all i, we shall write �j�.Proposition 3.1.7 Let f : X ! Y be a �nite morphism of noetherian sche-mes, let M 2 QCoh(X) and let � be a chain in Y . Then there is a naturalisomorphism (f�M)� �=L�j�M�.Proof The proof is by induction on the length of �. To start the inductionnote that (f�M)1 �= M1. Say � = (y; : : :). First assume that M is coher-ent. Then f�M is also coherent and the two inverse systems in QCoh(Y ):66



�Lxjy f�(Mx=mi+1x Mx)�i2N and �(f�M)y=mi+1y (f�M)y�i2N are equivalent.By induction we have for all i � 0 and all xjy:f�(Mx=mi+1x Mx)d0� �= M�0jd0�(Mx=mi+1x Mx)�0 :Therefore (f�M)� = lim i((f�M)y=mi+1y (f�M)y)d0��= lim i �Lxjy f�(Mx=mi+1x Mx)�d0��=LxjyL�0jd0� lim i(Mx=mi+1x Mx)�0�=L�j�M� :Now letM be quasi-coherent. Then every coherent subsheaf N 0� � f�Mis contained in f�N� for some coherent N� � M. According to prop. 3.1.4we have (f�M)� �=L�j�M�. 2From here to the end of x3.1 we assume that X is a scheme of �nitetype over some noetherian ring k. Let M and N be OX -modules and letD : M ! N be a k-linear sheaf homomorphism. D is called a di�erentialoperator (DO) of order � d (relative to k) if the following holds: for everyopen set U � X the homomorphismD : �(U;M)! �(U;N ) is a di�erentialoperator of order � d over the k-algebra �(U;OX). The set of all operatorsof order � d is denoted by Di�dX=k(M;N ), and taking the union over alld � 0 we get Di�X=k(M;N ). The composition of di�erential operatorsis again a di�erential operator, of a higher order. Di�erential operatorsof order � d are represented by the sheaf of principal parts of order d,PdX=k(M) = PdX=k 
OX M; that is to say, there is a canonical isomorphismDi�dX=k(M;N ) �= HomX(PdX=k(M);N ) :(For more details see [EGA IV] x16.8 and x1.4 here.)De�nition 3.1.8 a) Let A be a commutative k-algebra and let M and Nbe A-modules. A locally di�erential operator over A, relative to k, isa k-linear homomorphism D :M ! N s.t. for every �nitely generatedA-submodule M 0 �M , DjM 0 is a di�erential operator over A.b) Let M and N be OX -modules and let D :M!N be a k-linear sheafhomomorphism. We call D a locally di�erential operator (relative tok) if for every open subset U � X the homomorphism D : �(U;M)!�(U;N ) is a locally di�erential operator over �(U;OX).67



IfM is coherent then any locally di�erential operator is actually a di�er-ential operator (because X is noetherian). The usage of the adverb \locally"is confusing, since it has nothing to do with the topology of X; however thisusage is common in representation theory.Lemma 3.1.9 a) Let M a coherent sheaf, let N be a quasi-coherentsheaf and let D 2 Di�X=k(M;N ). Then im(D) is contained in somecoherent subsheaf of N .b) The composition of two locally di�erential operators is again a locallydi�erential operator.Proof a) Since X is of �nite type over k the sheaf PdX=k(M) is coherent (cf.[EGA IV] prop. 16.8.6). If � : PdX=k(M) ! N represents D then im(D) �im(�). (In fact im(�) is the OX -submodule of N generated by im(D).)b) Given quasi-coherent sheaves L, M and N , and locally di�erential op-erators L D! M E! N we have to show that E � D is a locally di�erentialoperator as well. Let L0 � L be a coherent subsheaf. Then DjL0 is a di�er-ential operator. By the preceding lemma, im(D) � M0 for some coherentM0 �M. Since EjM0 is a di�erential operator, so is E �DjL0 = EjM0 �DjL0 .2Proposition 3.1.10 Let M and N be quasi-coherent sheaves on X and let� be a chain in X. Any locally di�erential operator (relative to k) D :M!N extends to a locally di�erential operator over OX;�, D� :M� ! N�. If Dis has order � d, then so does D�. The assignment D 7! D� is functorial.Proof The proof is by induction on the length of � = (x; : : :). For � = 1the statement is trivial.1) Assume M is coherent. According to lemma 3.1.9 a) there is a coherentsubsheaf N 0 � N such that D factors through N 0. Thus we may assumeN to be coherent too. Let d be the order of D. According to prop. 1.4.6,for any integer i � 0 we have D(mi+d+1x Mx) � mi+1x Nx, so there are wellde�ned di�erential operatorsDi :Mx=mi+d+1x Mx ! Nx=mi+1x Nx :68



Upon applying (�)d0� we get:(Di)d0� : (Mx=mi+d+1x Mx)d0� ! (Nx=mi+1x Nx)d0�which has order � d too. Passing to the inverse limit in i we obtain D� :M� ! N�. If E : N ! L is another locally DO then these considerationsshow that (E �D)� = E� �D�.2) Next assume M is quasi-coherent, and let (M�) be the collection of itscoherent subsheaves. The functoriality of D� on coherent sheaves showsthat the di�erential operators D� : (M�)� ! N� patch together to a locallydi�erential operator D� :M� ! N�. 23.2 Topologizing the CompletionsIn this section X is a scheme of �nite type over a noetherian ring k. Weintroduce a canonical linear topology on the Beilinson completions M�.Recall that the category TopAb of linearly topologized abelian groups isadditive and has direct and inverse limits (see x1.1). Repeating de�nition3.1.2, but this time with TopAb instead of Ab, we getDe�nition 3.2.1 To each chain � in X, we associate an additive functor(�)� : QCoh(X)! TopAb. The de�nition is by recursion on the length of �.a) For any quasi-coherent sheaf M set M1 := �(X;M) with the discretetopology.b) Suppose � = (x; : : :) has length � 0.i) Given a coherent sheaf M, setM� := lim i(Mx=mi+1x Mx)d0� inTopAb.ii) LetM be a quasi-coherent sheaf and let (M�) be the direct systemof its coherent subsheaves. Set M� := lim�!(M�)� in TopAb.Forgetting the topology we recover de�nition 3.1.2. Thus the comple-tion M� has many facets: a discrete abelian group, a linearly topologizedabelian group, or an OX -module. There will be even more facets to M�, alldepending on context.Say � has length n � 0. The face maps @i :Mdi� !M�, 0 � i � n, arecontinuous. Later in this section we shall see that for i = n, @i is a dense69



map, and for i = 0 it is strict. A special instance of this is k(t) ,! k((t))(dense) and k[[t]] ,! k((t)) (strict).The next two propositions are proved just like their counterparts in x3.1,using the recursive de�nition of the topology.Proposition 3.2.2 Let M and N be quasi-coherent sheaves and let D :M!N be a locally di�erential operator. Then the induced operator D� ofprop. 3.1.10 is continuous.Proposition 3.2.3 Let f : X ! Y be a �nite morphism, let M be a quasi-coherent sheaf on X and let � be a chain in Y . Then the isomorphism(f�M)� �=L�j�M� of prop. 3.1.7 is a homeomorphism.Recall the de�nition of semi-topological (ST) rings and modules fromx1.2. We put on the base ring k the discrete topology.Proposition 3.2.4 Let � be a chain in X. The completion OX;� is a semi-topological k-algebra. Given a quasi-coherent OX -moduleM, the completionM� is a semi-topological OX;�-module. Given a quasi-coherent OX-algebraB, the completion B� is a semi-topological OX;�-algebra.Proof The proposition amounts to the following statement: given an OX -bilinear pairing h�;�i : L�M! N of quasi-coherent sheaves, the pairingh�;�i� : L� �M� ! N� obtained by tensoring with OX;� has the propertythat ha;�i :M� ! N� is continuous for all a 2 L�. The statement is trivialfor � = 1, so we can use induction on length.By the de�nition of the topology one may assume that all three sheavesare coherent. Say � = (x; : : :). For every i � 0 there is a pairing(Lx=mi+1x Lx)d0� � (Mx=mi+1x Mx)d0� ! (Nx=mi+1x Nx)d0� :By induction for every a 2 L� the homomorphismha;�i : (Mx=mi+1x Mx)d0� ! (Nx=mi+1x Nx)d0�is continuous, and passing to the inverse limit shows that ha;�i :M� ! N�is continuous too. 2In this way we get a functor (�)� : QCoh(X)! STMod(OX;�), the latterbeing the category of ST OX;�-modules and continuous homomorphisms.The topology on the completion M� is described below.70



In x1.2 it was shown that a module M over a ST ring A has a �nesttopology with respect to which it becomes a ST module. This topology wascalled the �ne A-module topology. Suppose A0 � A is a subring s.t. M hasa basis of neighborhoods of 0 consisting of A0-submodules; then we say thatM has an A0-linear topology.Proposition 3.2.5 Let � be a chain in X and let M be a quasi-coherentsheaf.a) The topology on M� is the �ne OX;�-module topology.b) Suppose � = (: : : ; y); then the topology on M� is OX;(y)-linear, andhence also k-linear.Proof a) The proof is by induction on the length of �. The statementis trivial for � = 1 since the discrete topology is the �ne topology over adiscrete ring. Say � = (x; : : :). First assume M is coherent. Replace Xwith a small enough neighborhood of � to get a surjection OrX!!M. Forevery i � 0 we have a surjection (OX;x=mi+1x OX;x)rd0�!!(Mx=mi+1x Mx)d0�in STMod(OX;d0�). By induction both modules have the �ne OX;d0�-moduletopology, so by cor. 1.2.8 this is a strict epimorphism. Passing to the inverselimit in i and using prop. 1.1.6 (cf. also the proof of prop. 3.1.4) we see thatOrX;�!!M� is strict, so M� has the �ne OX;�-module topology.Next let M be quasi-coherent and let (M�) be the direct system of itscoherent subsheaves. By de�nitionM� = lim�!(M�)� in STMod(OX;�), soby cor. 1.2.6 it has the �ne OX;�-module topology.b) All the limiting processes occurring in def. 3.2.1 involve OX;(y)-moduleswith OX;(y)-linear topologies and therefore remain within this subcategoryof TopAb (cf. prop. 1.2.23). 2The tensor product of ST A-modules admits a canonical topology (seedef. 1.2.11). By prop. 3.2.5 and cor. 1.2.15 we have:Corollary 3.2.6 a) If X is a�ne then for any quasi-coherent sheaf Mand any chain �, M� �= OX;� 
OX;1 M1 as ST OX;�-modules.b) If � is a face of � of length � 0 then M� �= OX;� 
OX;� M� as STOX;�-modules.Recall the notion of a topologically �etale homomorphism relative to k,introduced in x1.5. 71



Proposition 3.2.7 Assume X = SpecA is a�ne and let � be a chain init. Then OX;� is topologically �etale over OX;1 = A, relative to k.Proof The proof is by induction on the length of �; if � = 1 the statementis trivial. Say � = (x; : : :). De�ne B := (OX;x)d0� �= OX;x
AOX;d0� and letI := (mx)d0� � B. Then for all i � 0 we have B=Ii+1 �= (OX;x=mi+1x )d0� asSTOX;d0�-algebras (all have the �neOX;d0�-module topologies), so lim iB=Ii+1�= OX;�. Now B is noetherian. By induction A ! OX;d0� is topologically�etale rel. to k, so by prop. 1.5.8 and prop. 1.5.9 a), A ! B is also topolog-ically �etale. Thus by thm. 1.5.11 we have 
1;sepB=k �= �B 
A 
1A=k�sep whichis �nitely generated over B and has the �ne B-module topology. Since Bis noetherian, thm. 1.5.18 implies that B ! OX;� is topologically �etale, andhence so is A! OX;� . 2Corollary 3.2.8 Let � be a chain in X and let � be a face of � of length� 0. Then the face map OX;� ! OX;� is topologically �etale relative to k.Proof One can assume that X is a�ne and then use prop. 3.2.7 and thecancellation property of �etale homomorphisms (cor. 1.5.14). 2Let 
�X=k be the de Rham complex on X relative to k, with its di�er-ential d. By propositions 3.2.4 and 3.2.2 the completion (
�X=k)� with thedi�erential d� is a di�erential graded ST k-algebra (see def. 1.5.1).Corollary 3.2.9 Let � be a chain in X of length � 0. The k-algebra ho-momorphism OX;� ! (OX;�)sep induces a canonical isomorphism of DG STk-algebras 
�;sepOX;�=k '! (
�X=k)sep� .Proof We may assume that X = SpecA. By cor. 3.2.6 a) there is anisomorphism of ST OX;�-algebras (
�X=k)� �= OX;� 
A 
�A=k. Now use prop.3.2.7 and cor. 1.5.13. 2We shall abbreviate (
�X=k)sep� to 
�;sepX=k;�.De�nition 3.2.10 A commutative noetherian ST ring A is called a ZariskiST ring if the following conditions hold:72



i) Every �nitely generated ST A-module with the �ne A-module topologyis separated.ii) Every homomorphism M ! N of �nitely generated ST A-modules withthe �ne A-module topologies is strict.Condition ii) need only be checked for monomorphisms (cf. proof of prop.3.2.5). Theorem 3.3.8 gives a su�cient condition for the completion OX;� ofthe structure sheaf along a saturated chain � to be Zariski .For any ST ring A the category STMod(A) is exact; a short exact se-quence in it is a sequence of strict homomorphisms which is exact in theuntopologized category Mod(A). Evidently, if OX;� is a Zariski ST ring thenthe functor (�)� : Coh(X)! STMod(OX;�) is exact.AssumeOX;� is a Zariski ST ring. Then (
�X=k)� is separated, so 
�;sepX=k;� =(
�X=k)�. Another conclusion is the following. Let M and N be quasi-coherent sheaves and let D : M ! N be a di�erential operator. Supposethat � = (x; : : :) and Nx is a �nitely generated OX;x-module. Then thedi�erential operator D� :M� ! N� of prop. 3.1.10 is the unique extensionof D to a continuous di�erential operator. This is because N� is separatedand OX;x ! OX;� is topologically �etale (see thm. 1.5.11).Let � : M ! N be a homomorphism in TopAb. We say that � is denseif im(�) is (everywhere) dense in N .Theorem 3.2.11 (Approximation) Assume X is a separated excellent no-etherian scheme. Let M be a quasi-coherent sheaf on X. Let S � X bea �nite subset and let � = (: : : ; x) be a chain s.t. for all y 2 S, (x; y) isa saturated chain. Assume that the completions OX;(x;y) are all Zariski STrings. Then the face map @ :M� !Ly2SM�_(y) is dense.Proof We break up the proof into 4 steps.1) First suppose � = (x) and Mx �= k(x). For every y 2 S the comple-tion M(x;y) �= k(x)(y) which is a �nite product of �elds, the completions ofk(x) with respect to the discrete valuations with center y on the integralscheme fxg�red (cf. thm. 3.3.2). If y1; y2 2 S are distinct points, then thevaluations centered on them are distinct, because X is separated. Thus ifQy2S k(x)(y) = Qri=1 Li, the valuations of L1; : : : ; Lr are pairwise indepen-dent. Since our topology on Qy2S k(x)(y) coincides in this case with theusual valuative topology, the Artin-Whaples approximation theorem tells usthat @ :M(x) !Ly2SM(x)_(y) is dense.73



2) Again let � = (x) and now assume that Mx has �nite length over OX;x.By induction on the length of Mx, by the exactness of completion and byprop. 1.1.8 a) we reduce the problem to a module of length 1, which istreated in step 1.3) Now let � = (w; : : : ; x) be an arbitrary chain (possibly of length 0, i.e.with w = x) and assume that M is coherent. By induction (or by step 2 ifw = x) the homomorphisms(Mw=mi+1w Mw)d0� !My2S(Mw=mi+1w Mw)d0�_(y)are dense for all i 2 N, hence by prop. 1.1.8 b) so is the inverse limit@ :M� !Ly2SM�_(y).4) LetM be a quasi-coherent sheaf and let (M0�) be its coherent subsheaves.By step 3 we have a direct system of dense homomorphisms (M�)� !Ly2S(M�)�_(y) so by prop. 1.1.8 c) the limit homomorphism @ is dense. 2Corollary 3.2.12 Let G � X be a �nite subset and let S = Sx2G Sx be a�nite set of saturated chains s.t. each � 2 Sx begins with x. Assume that nochain in S is a face of any other chain. Assume also that OX;� is a ZariskiST ring for all saturated chains � of length � 1. Then for any quasi-coherentsheaf M, the face map @ :Lx2GM(x) !Lx2GL�2SxM� is dense.Proof We may assume that G = fxg. The proof is by induction on themaximal length of chains in S, using the transitivity of dense maps. 2Completion along saturated chains behaves very much like adic comple-tion on a curve. The next lemma puts this into concrete terms. Given apoint x 2 X and a germ t of OX at x we write t(x) for the image of t in theresidue �eld k(x). For a module M we denote its localization with respectto t by Mt.Lemma 3.2.13 Let y 2 X be a point and let S � X be a �nite subset suchthat for all x 2 S, (x; y) is a saturated chain. Let M be a �nitely generatedOX;y-module supported on the closed subset S� � SpecOX;y. Suppose t 2OX;y satis�es: t(y) = 0 but t(x) 6= 0 for all x 2 S. Then the canonical mapMt !Lx2SMx is bijective. 74



Proof Let I � OX;y be a de�ning ideal of S� � SpecOX;y. For su�-ciently large n, M is an OX;y=In-module. The scheme Spec (OX;y=In) isa 1-dimensional noetherian scheme with only one closed point, namely y.Therefore (OX;y=In)t =Qx2S(OX;y=In)x. 2Theorem 3.2.14 Let M be a coherent sheaf on X, let � = (y; : : :) be achain and let S � X be a �nite subset s.t. for all x 2 S, (x; y) is a saturatedchain. Suppose the completion OX;� is a Zariski ST ring. Then the face map@ :M� !Lx2SM(x)_� is a strict homomorphism of ST OX;�-modules.Proof For every i � 0 de�ne Ui :=Lx2SMx=mi+1x Mx and Vi := im(My !Ui). We shall prove the following statements:� :M� ! lim i (Vi)� is a strict epimorphism. (3.2.15) : lim i (Vi)� ! lim i (Ui)� =Mx2SM(x)_� is a strict monomorphism. (3.2.16)The composition @ =  � � is then strict.1) Choose t 2 OX;y as in lemma 3.2.13. Then for �xed i � 0 we haveUi = Sl�0 t�lVi. Since OX;� is a Zariski ST ring, for every l, (t�lVi)� ,!(t�(l+1)Vi)� is a strict monomorphism. According to prop. 1.1.7, (Vi)� ,!(Ui)� �= liml!(t�lVi)� is also a strict monomorphism, and by prop. 1.1.6statement (3.2.16) holds.2) For each i; j � 0 de�ne Wi;j := Vi=mj+1y Vi. Fixing j, the length ofthe OX;y-modules Wi;j is bounded (by the length of My=mj+1y My), so theinverse system (Wi;j)i2N is constant for i >> 0. There is some ij s.t. i �ij implies Wi;j �= Wi;ij . Moreover, we can assume that the sequence (ij)is increasing. Thus (Wij ;j)j2N is an inverse system. Since inverse limitscommute we have isomorphisms in STMod(OX;�):lim j (Wij ;j)� �= lim j lim i (Wi;j)� �= lim i lim j (Wi;j)� = lim i (Vi)� : (3.2.17)De�neKj := ker(My=mj+1y My!!Wij ;j). We claim that for all j,Kj+1 !Kj is surjective. In fact, since Wij+1;j = Wij ;j, both Kj+1 and Kj are quo-tients of ker(My ! Vij+1). Therefore upon applying the completion (�)�we get an inverse system of exact sequences0! (Kj)� ! (My=mj+1y My)� ! (Wij ;j)� ! 0 (3.2.18)75



in STMod(OX;�) which satis�es the hypotheses of prop. 1.1.6. Passing tothe inverse limit in j and using (3.2.17) we deduce statement (3.2.15). 23.3 The Geometry of CompletionIn this section we shall give two geometric ways of looking at the Beilinsoncompletion of the structure sheaf of a scheme X along a saturated chain � =(x0; : : : ; xn). We are following Parshin's description as found in [Pa2] x1.1,although with new notation. Throughout most of the section the topologyon the completion will not play any part. We assume X is an excellentnoetherian scheme (e.g. a scheme of �nite type over a �eld, over Z, or overa complete semi-local noetherian ring; see [Ma] x34 and [EGA IV] x7.8).Given a scheme Z we shall denote by k(Z) its total ring of fractions (theglobal sections of the sheaf of total rings of fractions, see [Ha] p. 141). If Zis a reduced noetherian scheme with generic points z1; : : : ; zr then k(Z) =k(z1)� � � � � k(zr).Recall the de�nition of an n-dimensional local �eld (def. 2.1.1). SupposeA is a artinian ring s.t. for each m 2 SpecA, A=m is an n-dimensionallocal �eld. Then for i = 0; : : : ; n de�ne Oi(A) := Qm2SpecAOi(A=m) andsimilarly de�ne �i(A) and O(A). Observe that �0(A) is simply the ringAred = A=rad(A).De�nition 3.3.1 Let B be an artinian ring and suppose that for each n 2SpecB, B=n is an n-dimensional local �eld. Let A be an artinian ring andlet f : A ! B be a ring homomorphism. For each n 2 SpecB lying oversome m 2 SpecA, there is an induced valuation on the �eld A=m into theordered group (B=n)�=O(B=n)� �= (Zn; lex). We say that f is unrami�ed atn if n = Bn �f(m), and if the the rami�cation index and the residue degree ofthe (possibly in�nite) �eld extension A=m ! B=n are both 1. We say thatf is unrami�ed if it is unrami�ed at all n 2 SpecB.Let � be a chain in X. We shall de�ne, by recursion on the length of�, a scheme X� together with a morphism �� : X� ! X. Let X1 be thenormalization of Xred in its total ring of fractions k(Xred), and let �1 : X1 !X be the canonical morphism. Next let � = (: : : ; y) have length n � 0 andsuppose that �dn� : Xdn� ! X has been de�ned. Let Y := fyg�red � X,de�neX� := (Xdn��XY )1, and let �� : X� ! X be the canonical morphism.(See �gure 1.) 76



Figure 1: The morphism �� : X� ! XThus the scheme X� is a disjoint union of normal excellent integralschemes, and the morphism �� is �nite. If � = (: : : ; y) then X� is equidi-mensional and ��(X�) = fyg�. Given another chain � = (y; : : :), we haveX�_d0� �= `~�j�(X�)~� as schemes over X, where ~�j� means ~� is a chain inX� lying over �.The theorem below is essentially due to Beilinson; part a) of the theoremappears (without proof) in [Be]. See also [Pa2] prop. 1.Theorem 3.3.2 Let X be an integral excellent noetherian scheme and let� = (x0; : : : ; xn) be a saturated chain in X, with x0 being the generic point.Then:a) The completion k(X)� = k(�) is an artinian ring, and for each m 2Speck(X)�, the �eld k(X)�=m has a canonical structure of an n-dimensional local �eld.b) The homomorphism k(X)! k(X)� is unrami�ed; in particular k(X)�is reduced.c) For every i = 0; : : : ; n there is a canonical isomorphism of ringsk(X(x0;:::;xi))(xi;:::;xn) '! �i(k(X)�) :d) For every i = 1; : : : ; n the ring Oi(k(X)�) is the integral closure ofOX;(xi;:::;xn) in �i�1(k(X)�). In particular, each Oi(k(X)�) is an OX -algebra (supported on fxng�). 77



Observe that taking i = n in part c) we get a bijection between thefactors of the artinian ring k(X)� and the irreducible components of X�.We �rst need a lemma.Lemma 3.3.3 Let A be a ring and let t 2 A be an element satisfying thefollowing conditions: A �= lim iA=(t)i+1; A=(t) is a reduced artinian ring;and t is a non-zero-divisor on A. Then A is a �nite product of completeDVRs with regular parameter t. To be precise, say Z := SpecA=(t) �SpecA, so that A=(t) = Qz2Z k(z). Then A = Qz2Z Az, each Az is acomplete DVR, and Az=(t) = k(z).Proof The ideal (t) � A is its Jacobson radical rad(A): since for any a 2 (t)we have 1�a 2 A� (units), it follows that (t) � rad(A). On the other handA=(t) is semi-simple, so rad(A) � (t). Therefore A is a complete semi-localring, and by [CA] ch. III x2.13 cor. to prop. 19 we get the decompositionA =Qz2Z Az.In order to show that Az is a DVR we can assume that A = Az is local.Since Ti2N(t)i = 0 every nonzero a 2 A has the form a = uti, u 2 A�, i 2 N.But t is a non-zero-divisor, so u and i are uniquely determined. ThereforeA is an integral domain, and in fact a DVR with regular parameter t. 2Proof (of the theorem) The theorem is trivially true for n = 0, so assumen � 1. By our hypothesis the normalization ~X = X1 ! X is a �nitemorphism. We have k(X) = k( ~X), so according to prop. 3.1.7, k(X)� =k( ~X)� �=Q~�j� k( ~X)~�, where ~�j� means ~� is a chain in ~X lying over �.Fix some chain ~� = (~x0; : : : ; ~xn) lying over � = (x0; : : : ; xn). The localring O ~X;~x1 is a DVR of k( ~X); choose a regular parameter t in it. Since thesequence 0! O ~X;~x1 t! O ~X;~x1 ! k(~x1)! 0is exact, so is 0! O ~X;d0 ~� t! O ~X;d0 ~� ! k(~x1)d0 ~� ! 0 :Directly from the de�nition one has O ~X;d0 ~� �= lim iO ~X;d0 ~�=(t)i+1. By in-duction on n, k(~x1)d0 ~� = k(d0 ~�) is a �nite product of (n � 1)-dimensionallocal �elds. Lemma 3.3.3 says that O ~X;d0 ~� is a �nite product of completeDVRs, each with parameter t. Upon inverting t we see that k( ~X)~� =78



k( ~X) 
O ~X;~x1 O ~X;d0 ~� is a product of n-dimensional local �elds. This provespart a). Now t 2 k(X) and by induction k(~x1) ! k(~x1)d0 ~� is unrami�ed,hence k(X)! k( ~X)~� is also unrami�ed, and part b) is veri�ed.The arguments presented above show that in fact�1(k(X)�) �= Y(~x1;:::;~xn)j(x1;:::;xn) k(~x1)(~x1;:::;~xn) = k(X(x0;x1))(x1;:::;xn) :By induction, for every component Z ofX(x0;x1) and every chain (~x1; : : : ; ~xn)in Z lying over (x1; : : : ; xn), it holds�i�1(k(Z)(~x1;:::;~xn)) = k(Z(~x1;:::;~xi))(~xi;:::;~xn) :Taking the product over all such Z and (~x1; : : : ; ~xn) we end up with�i�1(k(X(x0;x1))(x1;:::;xn)) = k(X(x0;:::;xi))(xi;:::;xn) :But �i�1(�1) = �i, so part c) is proved.Since O1(k(X)�) =Q~�j� O ~X;d0 ~� is a �nite OX;d0�-algebra, it is its integralclosure in k(X)� . In order to prove part d) for i > 1 use induction and thefact that �(x0;x1) : X(x0;x1) ! X is a �nite morphism. 2Corollary 3.3.4 Let X be an excellent noetherian scheme and let (x0; : : :; xn) be a saturated chain in X. Then for all i = 0; : : : ; n there is a canonicalisomorphism of OX-algebras�i(k(x0)(x0;:::;xi))(xi;:::;xn) '! �i(k(x0)(x0;:::;xn)) :Corollary 3.3.5 Let X be an excellent noetherian scheme and let � =(x; : : :) be a saturated chain in it. Then the completion OX;� of OX along� is a complete noetherian semi-local ring with Jacobson radical m�. Inparticular OX;� is an excellent ring, and a faithfully 
at OX;x-algebra.Proof By de�nition OX;� = lim iOX;�=mi+1� , and by the theorem k(�) =OX;�=m� is a semi-simple artinian ring. 2From now till further announcement we shall assume X is a scheme of�nite type over a perfect �eld k. Given a chain � = (x0; : : : ; xn) in X,79



a linearization of � is by de�nition a �nite k-morphism f : X ! A mk s.t.f(�) := ( (f(x0); : : : ; f(xn)) ) is a linear chain in X (i.e. each ff(xi)g� is alinear subspace of A mk ). By the strong form of Noether normalization (see[CA] ch. V x3.1 thm. 1) any chain has a linearization.Let A be a semi-topological ring. In x1.3 a topology was introduced onthe ring of Laurent series A((t1; : : : ; tn)) := A((tn)) � � � ((t1)). Consider thea�ne space A mk = Spec k[t1; : : : ; tm] and the linear chain � = (y0; : : : ; yn),where yi is the prime ideal (t1; : : : ; ti). The completion of the function �eldk(t1; : : : ; tm) along � is a �eld of Laurent series k(tn+1; : : : ; tm)((t1; : : : ; tn)),and its topology as a ring of Laurent series coincides with the topologyspeci�ed in def. 3.2.1.Recall the de�nitions of a topological local �eld (TLF) and of a clusterof TLFs (de�nitions 2.1.10 and 2.2.1).Proposition 3.3.6 Let X be a scheme of �nite type over a perfect �eld kand let � be a saturated chain of length n in it. Then the ST k-algebra k(�)is an equidimensional, n-dimensional reduced cluster of TLFs over k.Proof Say � = (x; : : :). We may assume that X is integral with genericpoint x. Fix some m 2 Speck(�) and set L := k(�)=m. We have to showthat L is a TLF over k. Choose a linearization f : X ! A mk of �, withf(�) = � = (y; : : : ; z). Then K := k(�) �= k(z)((t1; : : : ; tn)) is a TLF over k.By prop. 3.2.3 k(x)
k(y) k(�) �= (f�k(x))� �=Y�0j� k(x)�0giving rise to a �nite homomorphism K ! L, and L has the �ne K-moduletopology. From the proof of thm. 3.3.2 we see that the valuation on Lextends the valuation on K. According to cor. 2.1.20, L is a TLF. 2Combining the last proposition with cor. 3.2.8 and thm. 3.3.2 we haveCorollary 3.3.7 Let � = (x; : : :) be a saturated chain in X. Then the facemap @ : k(x) ! k(x)� = k(�) is a topologically �etale (relative to k), dense,unrami�ed homomorphism of clusters of TLFs over k.Conveniently, in working over a perfect �eld one can use coe�cient �elds.The next theorem uses them, and the fact that the ring k(�), for � saturated,is semi-simple artinian. 80



Theorem 3.3.8 Let X be a scheme of �nite type over a perfect �eld k andlet � be a saturated chain in it. Then the completion OX;� of the structuresheaf along � is a Zariski ST ring. Moreover, every �nitely generated STOX;�-module with the �ne OX;�-module topology is complete.Lemma 3.3.9 Let � = (x; : : :) be a saturated chain in X and let � : k(x)!OX;(x) be a coe�cient �eld, i.e. a k-algebra lifting. Suppose the ST k-algebrasOX;�=mi+1� are separated for all i � 0. Then � extends uniquely to a contin-uous k-algebra lifting �� : k(�)! OX;�.Proof Fix i 2 N. The homomorphism �i : k(x) ! OX;x=mi+1x is a DO oforder � i over OX relative to k. By prop. 3.2.2 it extends to a continuousDO (�i)� : k(�)! OX;�=mi+1� over OX;�. Because OX;x ! OX;� is topologi-cally �etale relative to k, and because OX;�=mi+1� is separated, (�i)� is a ringhomomorphism (prop. 1.5.20) and is unique. Passing to the inverse limit weget �� : k(�)! OX;�. 2Assume the hypotheses of the lemma. Let D : k(x)n '! OX;x=mi+1x beany k(x)-linear isomorphism. Then D is a DO, and D� : k(�)n '! OX;�=mi+1�is an isomorphism of ST k(�)-modules (cf. proof of prop. 1.5.20). In par-ticular OX;�=mi+1� has the �ne k(�)-module topology. Since k(�) is a semi-simple artinian ring, it follows that any �nite length OX;�-module with the�ne OX;�-module topology is a free ST k(�)-module (via ��).Proof (of the theorem) The proof is by induction on the length of �. If� = (x) this is a standard fact, since OX;(x) has the m(x)-adic topology. Sowe may assume � = (x; y; : : :) has length � 1.1) First let us prove that for any �nite length OX;x-module M , M� is acomplete separated module. Choose t 2 OX;y as in lemma 3.2.13, so M =Sl�0 t�lV , where V := im(OX;y !M). Applying the completion (�)d0� weget an isomorphism of ST OX;d0�-modulesM� �= liml! t�lVd0�. Since OX;d0�is a Zariski ST ring the homomorphisms t�lVd0� ,! t�l�1Vd0� are strict andthese modules are separated. According to prop. 1.1.7, M� is separated.Now let us prove completeness. Choose a coe�cient �eld � : k(y) !OX;(y). By lemma 3.3.9 it extends to �d0� : k(d0�) ! OX;d0�. As men-tioned above, (V=tV )d0� is a free ST k(d0�)-module. Thus we obtain anisomorphism of ST k(d0�)-modules M� �= Vd0� � hLl�0 t�l�1(V=tV )d0�i.By assumption the summands are separated and complete, being �nitely81



generated OX;d0�-modules. According to prop. 1.1.5, M� is also separatedand complete.2) By step 1 we are in a position to use lemma 3.3.9. Choose a coe�cient�eld � : k(x)! OX;(x), and consider OX;� as an augmented ST k(�)-algebravia ��. Let M be a �nite length OX;�-moduleM with the �ne OX;�-moduletopology. Then M �= k(�)n for some n, so it is complete and separated.If � : M ,! N is any injection of �nite length OX;�-modules with the �neOX;�-module topologies, then � splits continuously over k(�) and hence isstrict.3) Let M be a �nitely generated OX;�-module with the �ne OX;�-moduletopology. For each i � 0 put on M=mi+1� M the �ne OX;�-module topology,which makes it separated and complete. Since OX;� is noetherian and m�-adically complete, according to prop. 1.2.20 the mapM ! lim iM=mi+1� Mis a homeomorphism. By prop. 1.1.5 a) it follows that M is separated andcomplete.Now let � : M ,! N be an injection of �nitely generated ST OX;�-modules with �ne topologies. For i � 0 set Ni := N=mi+1� N and Mi :=M=M \ mi+1� N . By step 2, �i : Mi ! Ni is a strict monomorphism, so byprop. 1.1.6 so is � :M �= lim iMi ! N . 2Remark 3.3.10 It seems plausible that the theorem is true for any noethe-rian scheme X; it certainly should hold for excellent schemes. However wecould not �nd a proof which does not resort to splitting. The di�culty liesin showing that a direct limit of strict monomorphisms is strict.We move on to the second geometric interpretation of completion, andonce more X is any excellent noetherian scheme. Given a chain � = (x0; : : :; xn) in X set X� := SpecOX;� and let i� : X� ! X be the morphismcorresponding to the ring homomorphism OX;xn ! OX;�. De�ne X1 :=X and i1 := identity morphism. (See �gure 2.) Note that X� is also anoetherian excellent scheme (cor. 3.3.5).For a quasi-coherent sheafM on X we may identify the completionM�with �(X�; i��M). The morphism i� is 
at; it is also \quasi-�nite", in thefollowing restricted sense. Given points x 2 X and x̂ 2 X� we say that x̂ isminimal over x if fx̂g� is an irreducible component of the �bre i�1� (fxg�).Then the set fx̂ 2 X� j x̂ is minimal over xg is �nite. Note that if � = (x; : : :)is a saturated chain then every x̂ 2 i�1d0�(x) is minimal, because Spec k(x)d0�is 0-dimensional. 82



Figure 2: The morphism i� : X� ! XRemark 3.3.11 We may think of minimal points as \algebraic", as thefollowing example suggests. Take X := A 2k = Speck[s; t], x := (0) 2 X,z := (s; t) 2 X and � := (z), so X� = Speck[[s; t]]. Choose any elementf 2 k[[t]]�t transcendental over k[t]. Then the point ŷ := k[[s; t]]�(f�s) 2 X�is in i�1� (x) but is not minimal. The �bre i�1� (x) consists of the generic pointx̂ of X� and in�nitely many \transcendental" points of codimension 1, suchas ŷ.Theorem 3.3.12 Let X be an excellent noetherian scheme and let � =(x; : : :) be a saturated chain in it. Then there is a canonical isomorphismX� �=`x̂jx(Xd0�)(x̂) of schemes over X, where x̂jx stands for x̂ 2 i�1d0�(x).Proof Set X̂ := Xd0� and î := id0�. For n � 0 let An := OX;x=mn+1x . Byde�nition we have OX;� �= lim n ��X̂; î�An�. Adjunction gives for everyn � 0 a homomorphism un : î�An ! Qx̂jxOX̂;x̂=mn+1x̂ of quasi-coherentsheaves on X̂ .Since �(X̂; î�k(x)) = k(x)d0� = k(�) is a reduced artinian ring (cf. thm.3.3.2), for n = 0 we have an isomorphism u0 : î�k(x) '!Qx̂jx k(x̂). Thus î isunrami�ed at all points x̂jx and in particular (̂i�mx)x̂ = mx̂. For each n � 0consider the exact sequence on X0! mn+1x ! OX;x ! An ! 0 :Upon applying î� and taking stalks at any x̂jx one sees that (un)x̂ : (̂i�An)x̂! OX̂;x̂=mn+1x̂ is bijective. Therefore un itself is bijective, and in the inverselimit so is lim n un : OX;� !Qx̂jxOX̂;(x̂). 283



Corollary 3.3.13 Let � = (: : : ; y) and � = (y; : : :) be saturated chains inX. Then there is an isomorphism X�_d0� �= `�̂j�(X�)�̂ of schemes over X,where �̂j� means �̂ is a chain in X� lying over �.Proof Use induction on the length of � = (x; : : : ; y), noting that X� �=`ŷjy(X�)(ŷ):X�_d0� �= âxjx(Xd0�_d0�)(x̂) �= âxjx â�jd0�((X�)�̂)(x̂) �= â�j� (X�)�̂ : 2Corollary 3.3.14 If X is normal then so is X�.Proof By the theorem and induction it su�ces to consider � = (x). NowOX;x is a normal excellent integral noetherian local ring, so by analyticnormality ([Ma] thm. 79) so is its mx-adic completion OX;(x). 2Lemma 3.3.15 Let X be a normal scheme of �nite type over a perfect �eldk and let � = (: : : ; y) and � = (y; : : :) be saturated chains in it. Then theface map @ : OX;� ! OX;�_d0� is a strict monomorphism.Proof By induction on the length of � it su�ces to consider � = (x; y). SetX̂ := X�. For every ŷjy the homomorphism OX;y ! OX̂;ŷ is faithfully 
at,so there exists some x̂ 2 X̂ with x̂ � ŷ and x̂jx. Since OX̂;ŷ is a noetherianintegral domain we have injectionsOX;� �= Ŷyjy OX̂;ŷ ,! Ŷxjx OX̂;x̂ ,! Ŷxjx OX̂;(x̂) �= OX;�_d0� :Now use thm. 3.2.14 and thm. 3.3.8. 2In general we have:Theorem 3.3.16 Let X be a reduced scheme of �nite type over a perfect�eld k and let � = (y; : : :) be a saturated chain in it. Then there exists a�nite set S of chains in X satisfying:84



i) Every � 2 S is saturated, begins with the generic point of some irre-ducible component of X and ends with y.ii) The face map @ : OX;� !Q�2S OX;�_d0� is a strict monomorphism ofST k-algebras.Note that the trivial case when y itself is a generic point is included,taking S = f(y)g.Proof Let � : ~X ! X be the normalization (�1 : X1 ! X in the previousnotation) and let ~�1; : : : ; ~�r be the distinct chains in ~X lying over �. SinceOX ! ��O ~X is injective it follows that OX;� ! (��OX)� �=Qri=1O ~X;~�i is astrict monomorphism (remember that OX;� is a Zariski ST ring).For each ~�i = (~yi; : : :) choose a saturated chain ~�i = (~xi; : : : ; ~yi) in ~X ,with ~xi being the generic point of the component of ~X containing ~yi. Bylemma 3.3.15, O ~X;~�i ! O ~X;~�i_d0~�i = k(~�i _ d0~�i) is a strict monomorphism.Let S be any �nite set of chains in X as described in i) which containsall the chains �(~�i), i = 1; : : : ; r. Since � is a birational morphism onegets Q�2S k(� _d0�) �=Q�2SQ~�j�_d0� k(~�); and Qri=1 k(~�i _d0~�i) is a directfactor of this ring. Therefore Qri=1O ~X;~�i ! Q�2SQ~�j�_d0� k(~�) is a strictmonomorphism. Putting it all together we see that @ : OX;� ! Q�2S k(� _d0�) is a strict monomorphism. 2
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4 Residues on Schemes
4.1 The Parshin Residue MapParshin found a de�nition of a residue map that generalizes the residue mapfor curves used by Serre in [Se] ch. II no. 7. We present a variant of thisresidue map, which depends on geometric data (a chain in X) and algebraicdata (a pseudo-coe�cient �eld). The main result of this section is cor.4.1.16, which establishes the transitivity of the residue maps with respectto compatible coe�cient-�elds. In this section X is a scheme of �nite typeover a perfect �eld k.De�nition 4.1.1 Let (A;m) be a local k-algebra. A pseudo-coe�cient �eld(resp. quasi-coe�cient �eld, resp. coe�cient �eld) for A is a k-algebra ho-momorphism � : K ! A where K is a �eld and the extension �� : K ! A=mis �nite (resp. �nite separable, resp. bijective). If A = OX;(x) = ÔX;x forsome point x 2 X, we say that � is a pseudo-coe�cient �eld (resp. quasi-coe�cient �eld, resp. coe�cient �eld) for x.By Hensel's lemma every quasi-coe�cient �eld gives rise to a unique co-e�cient �eld. Thus ifK � k(x) is a sub�eld s.t. K ! k(x) is �nite separablethere is a bijection � 7! �jK between the sets HomAlg(k)(k(x);OX;(x)) andHomAlg(k)(K;OX;(x)). In particular a closed point x has a unique coe�cient�eld. If X is reduced and x is the generic point of an irreducible componentthen x has a unique coe�cient �eld, since OX;x '! k(x).Let � = (x; : : : ; y) be a saturated chain of length n in X and let � :K ! OX;(y) be a pseudo-coe�cient �eld. Let �� be the composed k-algebrahomomorphism �� : K �! OX;(y) @! OX;�!!k(�)86



where @ is the face map. According to prop. 3.3.6 and thm. 3.3.2 c), �� is amorphism in CTLFred(k) of dimension n. Recall that given any morphismf : A! B in CTLFred(k) there is a canonical residue mapResf = ResB=A : 
�;sepB=k ! 
�;sepA=k : (4.1.2)It is a homomorphism of di�erential graded ST 
�;sepA=k -modules (see x2.4).The next de�nition is taken from [Lo] p. 516.De�nition 4.1.3 (Parshin's Residue Map) Let � = (x; : : : ; y) be a saturatedchain in X and let � : K ! OX;(y) be a pseudo-coe�cient �eld. Parshin'sresidue map is the compositionRes�;� = Res�;K : 
�k(x)=k @! 
�;sepk(�)=k Resk(�)=K������! 
�;sepK=k :The residue map Res�;� is a homomorphism of di�erential graded k-modules of degree �n, where n is the length of �.Proposition 4.1.4 Let � = (x; : : : ; y) be a saturated chain in X and let �be a coe�cient �eld for y. Then the residue map Res�;� : 
�k(x)=k ! 
�k(y)=kis a locally di�erential operator over OX relative to k.Proof Since these are skyscraper sheaves it su�ces to check stalks at y.Given a form � 2 
�k(x)=k we will show that Res�;�jOX;y�� is a di�erentialoperator. Consider the k-linear homomorphism � : OX;y ! 
�k(y)=k, �(a) =Res�;�(a�). It factors through the continuous k(y)-linear homomorphismsOX;(y) @! OX;�!!k(�) ��! 
�;sepk(�)=k Res�����! 
�k(y)=k :The module 
�k(y)=k is discrete, so �(mi+1(y) ) = 0 for i >> 0. Hence Res�;�jOX;y��factors k(y)-linearly through the �nite length OX;(y)-module �OX;(y) � �� =�mi+1(y) � ��. According to prop. 1.4.4 it is a di�erential operator of order� i. 2De�nition 4.1.5 Let � = (x; : : : ; y) be a saturated chain in X and let � and� be coe�cient �elds for x and y respectively. We say that �=� are compatiblecoe�cient �elds for � if �� : k(�)! OX;� is a k(y)-algebra homomorphism;i.e. if the diagram below commutes: 87



k(y) -� OX;�?�� ������ ?k(�) -= k(�)Suppose � = (x; : : : ; y) and � = (y; : : : ; z) are saturated chains andsuppose � is a coe�cient �eld for y. Consider the continuous k-algebrahomomorphism ��� : k(�) ��! OX;� @! OX;�_d0�!!k(� _ d0�) :Say � has length n. According to cor. 3.3.4 one has [�n( k(�_d0�) ) : k(�)] =[�n( k(�) ) : k(y)] < 1. Therefore ��� : k(�) ! k(� _ d0�) is a morphism inCTLFred(k) of dimension n.The next lemma shows that compatibility of coe�cient �elds is transi-tive.Lemma 4.1.6 Let � = (x; : : : ; y) and � = (y; : : : ; z) be saturated chains.Let �; � and � be coe�cient �elds for x; y and z respectively, s.t. �=� and �=�are compatible for � and � respectively. Then �=� are compatible coe�cient�elds for � _ d0� = (x; : : : ; y; : : : ; z).Proof It su�ces to show that the diagramk(�) -�� OX;�_d0�?��� ������_d0� ?k(� _ d0�) -= k(� _ d0�) (4.1.7)is commutative. By assumption if we replace � with (y) everywhere in thediagram it becomes commutative. Hence ��_d0� � ��� and �� are k(y)-algebrahomomorphisms. But k(y) ! k(�) is topologically �etale, so by uniquenessfor every i � 0 ��_d0� � ��� = �� : k(�)! OX;�_d0�=mi+1�_d0� :Now pass to the inverse limit in i. 288



Proposition 4.1.8 Let � = (x0; : : : ; xn) be a saturated chain in X. Thereexist compatible coe�cient �elds �i : k(xi) ! OX;(xi) s.t. each pair �i=�j,i < j, is compatible for (xi; : : : ; xj).In characteristic 0 this is an immediate consequence of Noether normal-ization. In general we reduce this to a problem in linear algebra:Proof It su�ces to �nd quasi-coe�cient �elds Ki which �t into a diagramKn - Kn�1 - � � � - K0? ? ?OX;xn - OX;xn�1 - � � � - OX;x0? ? ?k(xn) k(xn�1) k(x0)(cf. proof of lemma 4.1.6). To do so we �nd k-vector spaces Vn � � � � � V0 �OX;xn s.t. for all i, 1
 d : k(xi)
k Vi ! 
1k(xi)=k (4.1.9)is bijective. Then tr:degk k(xi) = rankk Vi and the polynomial ring k[Vi]embeds into k(xi). Letting Ki be the fraction �eld of k[Vi] we see thatKi ! OX;xi is a quasi-coe�cient �eld.Suppose we succeeded in �nding k-vector spaces V 0n � V 0n�1 � : : : � V 0i �OX;xn satisfying (4.1.9). The OX;xi-module 
1X=k;xi is spanned by d(V 0i )and d(pi), where pi � OX;xn is the prime ideal of xi. Hence d(V 0i ) + d(pi)span 
1k(xi�1)=k. We can modify V 0j , i � j � n, to some subspace Vj �V 0j � pi � OX;xn s.t. Vj � V 0j (mod pi), rankk Vj = rankk V 0j and 1 
 d :k(xi�1) 
k Vj ! 
1k(xi�1)=k is injective. Next extend Vi to an appropriatesubspace Vi�1 � OX;(xn). 2Let � : K ! OX;(x) be a pseudo-coe�cient �eld for x 2 X and let� = (x; : : :) be a saturated chain. Assume that �� : K ! k(x) is purelyinseparable. If �� is bijective set K� := k(�), and let u := @ : K ! K�.Otherwise char k = p and we de�ne K� below, using \purely inseparabledescent".Suppose k has characteristic p. Given a k-algebra A let A(p=k) be thek-algebra de�ned in (1.4.7) and let FA=k : A(p=k) ! A be the relative Frobe-nius homomorphism. The map Fk(�)=k : k(�)(p=k) ! k(�) is a �nite mor-phism in CTLFred(k) of degree equal to the di�erential degree of k(�), i.e.89



rankk(�)
1;sepk(�)=k (cf. prop. 2.1.13). Since k(x) ! k(�) is topologically �etaleand unrami�ed, the same is true of k(x)(p=k) ! k(�)(p=k). Comparing de-grees one �nds that k(x) 
k(x)(p=k) k(�)(p=k) ! k(�) is an isomorphism ofclusters of TLFs.In our situation we get k(x)(pj=k) � K for j >> 0 and we de�neK� := K 
k(x)(pj=k) k(�)(pj=k) ; (4.1.10)a cluster of TLFs. The homomorphism u : K ! K� is also topologically �etaleand unrami�ed, and k(x) 
K K� '! k(�). Because there exists some con-tinuous k-algebra homomorphism K� ! OX;� (e.g. take K� ! k(�) ��! OX;�arising from some coe�cient �eld � : k(x)! OX;(x)), � extends uniquely toa homomorphism �� : K� ! OX;� : (4.1.11)In x2.2 we �nd the notion of �nitely rami�ed base change. It is a universalconstruction in the category of clusters of TLFs, generalizing the tensorproduct.Theorem 4.1.12 Let � = (x; : : : ; y) and � = (y; : : : ; z) be saturated chainsin X and let � : K ! OX;(y) be a pseudo-coe�cient �eld s.t. �� : K ! k(y) ispurely inseparable. Let u : K ! K� be the �nitely rami�ed homomorphismde�ned above. Then the diagramk(�) -@ k(� _ d0�)6�� 6���K -u K�is a �nitely rami�ed base change.Proof Let K� ! B0 be the morphism gotten by the �nitely rami�ed basechange K ! K�. By universality there is a �nite morphism B0 ! k(�_d0�)in CTLF(k). The ring B0 is reduced, because K ! K� is topologically �etalerelative to k (cf. proof of thm. 2.4.23). For each n 2 Speck(� _ d0�) lyingover some m0 2 SpecB0, the �nite morphism of TLFs B0=m0 ! k(� _d0�)=nis an isomorphism since k(x) ! k(� _ d0�) is unrami�ed. Thus it remainsto show that the map of sets Speck(� _ d0�)! SpecB0 is bijective. Taking90



n-th residue �elds, where n is the length of �, we reduce to showing that�n(B0)! �n( k(� _ d0�) ) is bijective. It is known (cor. 3.3.4) that�n( k(�) ) 
K K� �= �n( k(�) ) 
k(y) k(�) �= �n( k(�) )� ! �n( k(� _ d0�) )is bijective. By the following lemma the same holds for B0 (using the factthat in characteristic p any topologically �etale homomorphism is separable,cf. cor. 2.1.16). 2Lemma 4.1.13 Let K, K 0 and L be TLFs over k, let f : K ! L be a mor-phism of dimension n, and let u : K ! K 0 be a �nitely rami�ed, separablehomomorphism. Let f 0 : K 0 ! L0 be the morphism gotten by �nitely ram-i�ed base change, and let v : L ! L0 be the corresponding �nitely rami�edhomomorphism. Then the canonical homomorphism�n(L)
K K 0 ! �n(L0) (4.1.14)is an isomorphism.Proof Let F be the separable closure of K in �n(L). Then one can lift Finto L and get f : K ! F ! L. Correspondingly we get f 0 : K 0 ! F 0 ! L0,where F 0 := F 
K K 0. But �n(L)
F F 0 �= �n(L)
K K 0, so we may assumethat K ! �n(L) is purely inseparable. Let (t1; : : : ; tn) be an initial systemof regular parameters in L. Counting degrees we have[�n(L)
K K 0 : K 0] = [�n(L) : K] = [L : K((t1; : : : ; tn))]= [L0 : K 0((t1; : : : ; tn))] � [�n(L0) : K 0] ; (4.1.15)the gap going towards rami�cation in K 0((t1; : : : ; tn))! L0. However in ourcase �n(L) 
K K 0 is a �eld so (4.1.14) is a bijection (and there is equalityin (4.1.15) ). 2Corollary 4.1.16 (Transitivity) Let � = (x; : : : ; y) and � = (y; : : : ; z) besaturated chains in X and let �=� be compatible coe�cient �elds for �. ThenRes�_d0�;� = Res�;� �Res�;� : 
�k(x)=k ! 
�k(z)=k :
91



Proof Apply the preceding theorem and thm. 2.4.23 to the diagramk(x) - k(�) - k(� _ d0�)6�� 6���k(y) - k(�)6��k(z) 24.2 Poles of Meromorphic Di�erential FormsIn this section we consider a high dimensional version of a pole of a di�er-ential form. Even though the residue map depends on a choice of coe�cient�eld, the order of pole of a form along a chain is independent of this choice.The key result is:Lemma 4.2.1 Let � = (x; : : : ; y) be a saturated chain in X and let M �
�;sepk(�)=k be a left 
�;sepX=k;y-submodule. Then the following conditions on M areequivalent:i) For any pseudo-coe�cient �eld � : K ! OX;(y), Resk(�)=K(M) = 0.ii) For any coe�cient �eld � : k(y)! OX;(y), Resk(�)=k(y);�(M) = 0.iii) For any saturated chain � = (y; : : : ; z) with z a closed point, Resk(�_d0�)=k(M) = 0.Proof i) ) ii): Trivial.ii) ) iii): As in the proof of cor. 4.1.16.iii) ) i): Let L be the separable closure ofK in k(y). Then � factors throughL, so we can assume that K ! k(y) is purely inseparable. Choose a chain� as in iii). Now Resk(�_d0�)=k is continuous, k is separated and 
�X=k;y !
�;sepX=k;� is dense. Condition iii) implies that Resk(�_d0�)=k(
�;sepX=k;� �M) = 0,so we can assume that M is an 
�;sepX=k;�-module.92



Suppose for some � 2M the form � := Resk(�)=K(�) 2 
�K=k is non-zero.De�ne �� : K� ! OX;� like in (4.1.11). Then the image of � in 
�;sepK�=k �=K� 
K 
�K=k is also non-zero. Because the residue pairing h�;�iK�=k isperfect (see thm. 2.4.22) there is some 
 2 
�;sepK�=k s.t. ResK�=k(
 ^ �) 6= 0.But then ��(
) 2 
�;sepX=k;�, so ���(
) ^ � 2M withResk(�_d0�)=k(���(
) ^ �)= ResK�=k �Resk(�_d0�)=K� (���(
) ^ �) = ResK�=k(
 ^ �) 6= 0 ;a contradiction. 2De�nition 4.2.2 a) Let K be a TLF over k of di�erential degree d. De-�ne !K := 
d;sepK=k .b) Let A = Qm2SpecAA=m be a reduced cluster of TLFs over k. De�ne!A :=Lm2SpecA !A=m, a free ST A-module of rank 1.c) Let � be a saturated chain in X. De�ne !(�) := !k(�).For � = (x) we shall write !(x) instead of !( (x) ); thus !(x) = 
dk(x)=k,where d = tr:degk k(x) = dim fxg�. Recall that given a saturated chain� = (x; : : :) the face map @ : k(x) ! k(�) is topologically �etale relative tok, so !(�) �= k(�) 
k(x) !(x). If X is integral with generic point x then theelements of 
�;sepk(�)=k = 
�;sepX=k;� are called the meromorphic forms on X along�.De�nition 4.2.3 (Holomorphic Forms) Let � = (x; : : : ; y) be a saturatedchain in X.a) A form � 2 !(�) is said to be holomorphic if the equivalent conditionsof lemma 4.2.1 hold for the module OX;y � � � !(�). De�ne!(�)hol := f� 2 !(�) j � is holomorphic g :b) A form � 2 !(x) is said to be holomorphic along � if its image in !(�)is holomorphic. De�ne!(x)hol:� := f� 2 !(x) j � is holomorphic along �g = !(x) \ !(�)hol :93



Let A! B be a morphism in CTLFred(k). In x2.4 the residue pairingh�;�iB=A : B � !B mult���! !B ResB=A������! !A (4.2.4)is de�ned. It is a perfect pairing of ST A-modules. Now let � = (x; : : : ; y)be a saturated chain and let � : K ! OX;(y) be a pseudo-coe�cient �eld.Then the K-module !(�)hol � !(�) is precisely the perpendicular space toOX;y under the pairing h�;�ik(�)=K .Lemma 4.2.5 Given saturated chains � = (x; : : : ; y) and � = (y; : : : ; z),the face map !(�)! !(� _ d0�) sends !(�)hol into !(� _ d0�)hol. Therefore!(x)hol:� � !(x)hol:�_d0�.Proof Choose compatible coe�cient �elds �=� for � and use lemma 4.2.1.2Lemma 4.2.6 Let � = (x; : : : ; y) be a saturated chain of length � 1 and let� : K ! OX;(y) be a pseudo-coe�cient �eld. Then Resk(�)=K(
�;sepO1(k(�))=k) =0. Therefore the image of the canonical homomorphism 
d;sepX=k;d0� ! 
d;sepk(�)=k =!(�) is inside !(�)hol; here d is the di�erential degree of k(�).Proof By lemma 4.2.1 we can assume that y is a closed point and thatK = k. Let m 2 Speck(�) and let L := k(�)=m. Then L �= F ((t1; : : : ; td))and O1(L) �= F ((t2; : : : ; td))[[t1]], with [F : k] < 1. Since F [t1; : : : ; td] !F ((t2; : : : ; td))[[t1]] is topologically �etale relative to k we get 
d;sepO1(L)=k �=F ((t2; : : : ; td))[[t1]] �dt1 ^ � � � ^dtd, so by de�nition the residue map vanisheson it. 2Theorem 4.2.7 Given a saturated chain � in X, the k-submodule of holo-morphic forms !(�)hol � !(�) is open.Proof The proof is by induction on the length of �. For � = (x) the module!(x) is discrete so !(x)hol = 0 is open. Suppose that � = (x; y; : : : ; z) is oflength � 1 (so possibly y = z) and that !(d0�)hol � !(d0�) is open. Choosecompatible coe�cient �elds �=� for d0�. Let �� = ��d0� : k(d0�) ! k(�) and�� : k(z)! k(d0�) be the induced morphisms in CTLFred(k). We claim that!(�)hol = f� 2 !(�) j 8a 2 OX;z; Res��(a�) 2 !(d0�)holg : (4.2.8)94



This follows from condition ii) of lemma 4.2.1, since Res����� = Res�� � Res��.Choose elements a1; : : : ; ar 2 m(z) � OX;(z) which span m(z)=m2(z). Thenthe continuous k(z)-algebra homomorphism k(z)[[a1; : : : ; ar]] ! OX;(z) ex-tending � is surjective. Let A be the polynomial ring k(z)[a1; : : : ; ar]. Anopen subgroup U � !(�) is also closed, so such U is an OX;z-module i� itis an OX;(z)-module, i� it is an A-module. In particular, !(d0�)hol is anA-submodule of !(d0�). By continuity of the residue map,!(�)hol = f� 2 !(�) j Res��(A � �) � !(d0�)holg :Let M := 
d;sepO1(k(�))=k � !(�). It is a free ST O1(k(�))-module of rank 1,and k(�) �M = !(�). By lemma 4.2.6 we get Res��(M) = 0. Choose a regularparameter t in O1( k(�) ), so !(�) = Sj�0 t�j�1M . Since md0� � tO1( k(�) ),for every j � 0 we have mj+1d0� t�j�1M � M . According to prop. 1.4.4, thek(d0�)-linear homomorphism Res��jt�j�1M is a DO of order � j over OX;d0�.From formula (1.4.2) we see that for any �xed � 2 t�j�1M ,Res��(A�) � X(i1;:::;ir)2I(j)A �Res��(ai11 � � � airr �)where I(j) is the �nite set f(i1; : : : ; ir) 2 Nr j i1 + � � �+ ir � jg. Therefore!(�)hol\t�j�1M = f� 2 t�j�1M j X(i1;:::;ir)2I(j)Res��(ai11 � � � airr �) 2 !(d0�)holgis open in !(�). By de�nition of the direct limit topology, !(�)hol � !(�) isopen. 2Corollary 4.2.9 Let � = (x; : : : ; y) be a saturated chain. The canonicalmap !(x)!(x)hol:� ! !(�)!(�)holis bijective.Proof By de�nition the map is injective and according to cor. 3.2.12 it isdense. But by the theorem the module !(�)=!(�)hol is discrete. 2From prop. 4.1.4 and prop. 1.4.6 it follows that !(x)=!(x)hol:� is anartinian OX;y-module. 95



De�nition 4.2.10 (Poles of Meromorphic Forms) Let � = (x; : : : ; y) be asaturated chain in X.a) Given a di�erential form � 2 !(x), let l be the length of the OX;y-module (OX;y � �+ !(x)hol:�)=!(x)hol:�. Then � is said to have a poleof order l along �.b) If l � 1 then � is said to have a simple pole along �. De�ne!(x)sim:� := f� 2 !(x) j � has a simple pole along �g :For any OX;y-module M denote its socle HomOX;y(k(y);M) by socOX;yM . Then one has!(x)sim:�=!(x)hol:� = socOX;y (!(x)=!(x)hol:�) : (4.2.11)Proposition 4.2.12 Let � = (x; : : : ; y) and � = (y; : : : ; z) be saturatedchains in X, let � : k(y) ! OX;(y) be a coe�cient �eld and let � : K !OX;(z) be a pesudo-coe�cient �eld. Then for any form � 2 !(x)sim:� onehas Res�_d0�;� (�) = Res�;� � Res�;�(�) :Proof We can assume that K ! k(z) is purely inseparable. Choose asaturated chain � = (z; : : : ; w) with w a closed point and de�neK� as in thm.4.1.12. De�ne �1 := Res�_d0�;� (�) and �2 := Res�;� � Res�;�(�). If �1 6= �2there exists some c 2 K s.t. ResK�=k(c(�2 � �1)) 6= 0. Let �� : K ! k(�) bethe morphism induced by � , and let �� : k(�)! OX;� be the lifting extending�. De�ne ~c := �� � ��(c) 2 OX;�. Then Resk(�_d0�)=K;����� (~c�) = c�2. Weclaim that Resk(�_d0�)=K;� (~c�) = c�1. This leads to a contradiction, sinceby theorems 2.4.23 and 4.1.12, one hasResK�=k(c�2) = Resk(�_d0�_d0�)=k(~c�) = ResK�=k(c�1) :In order to prove the claim, note that �(c) � ~c 2 m� � OX;�. Thesubmodule !(� _ d0�)hol � !(� _ d0�) is closed, and it contains !(�)hol (bylemma 4.2.5). On the other hand my � m� is dense. Since my � � � !(�)hol,the continuity of multiplication implies that m� �� � !(�_d0�)hol. ThereforeResk(�_d0�)=K;� (~c�) = Resk(�_d0�)=K;� (�(c)�) = c�1 : 296



Corollary 4.2.13 Let � = (x; : : : ; y) be a saturated chain in X. There is acanonical OX;y-linear homomorphism Res� : !(x)sim:� ! !(y). If � is anycoe�cient �eld for y, then Res� = Res�;�j!(x)sim:� .Proof Taking � = (y) in the proposition it follows that for any two coe�-cient �elds �; �0 and all � 2 !(x)sim:�, one has Res�;�(�) = Res�;�0(�). TheOX;y-linearity follows from equation (4.2.11). 2Proposition 4.2.14 Let � 2 !(x) be a form. Then � is holomorphic alongall but �nitely many saturated chains � = (x; : : :).Proof Because X is quasi-compact we can assume that X = SpecA. Theproof is by induction on the length of �. First consider chains of length 1,� = (x; y). For all but �nitely many points y 2 fxg� of codimension 1, � isin the image of 
�X=k;y; by lemma 4.2.6 � is holomorphic along such (x; y).Now �x (x; y) and consider chains � = (x; y; : : : ; z) of length n � 2.Write � = (x; y) _ d0� with � = (y; : : : ; z) a chain of length n� 1. Choose acoe�cient �eld � : k(y)! OX;(y). Since Res(x;y);�jA�� is a DO over A (prop.4.1.4), there are forms �1; : : : ; �r 2 !(y) s.t. Res(x;y);�(A � �) �Pri=1A � �i.By induction each �i is holomorphic along all but �nitely many chains �. Foreach �, Res(x;y);�(OX;z ��) �POX;z ��i because A! OX;z is formally �etale.Using lemma 4.2.1, if all �i are holomorphic along �, then � is holomorphicalong (x; y) _ d0�. 2The following important theorem is due to Parshin. For surfaces see[Pa1] and for schemes of higher dimensions see [Lo]; cf. also [Be]. By prop.4.2.14 it makes sense to consider, for �xed x > y and for a pseudo-coe�cient�eld � : K ! OX;(y), the sum P�=(x;:::;y)Res�;� : !(x)! !K .Theorem 4.2.15 (Parshin-Lomadze) Let X be a scheme of �nite type overa perfect �eld k.a) Let � = (: : : ; x) and � = (y; : : : ; z) be saturated chains in X s.t. x > yand codim(fyg�; fxg�) = 2, and let � : K ! OX;(z) be a pseudo-coe�cient �eld. Then Xw2X;x>w>yRes�_(w)_�;� = 0 :97



b) Suppose X is proper over k, and let � = (: : : ; x) be a saturated chainin X s.t. dimfxg� = 1. ThenXw2X;x>wRes�_(w);k = 0 :Proof By lemma 4.2.1 we can assume that in part a), z is a closed pointand K = k. Then this is an instance of [Lo] thm. 3. 24.3 The Residue Complex K�X - ConstructionIn [RD] ch. VI x1 we �nd the following de�nitions. Let X be a locallynoetherian scheme. For a point x 2 X let I be an injective hull of k(x)as an OX;x-module, and let J(x) be the skyscraper sheaf which is I on theclosed set fxg� and 0 elsewhere. Then J(x) is a quasi-coherent, injectiveOX -module.De�nition 4.3.1 A residual complex on X is a complex R� of quasi-coherent,injective OX-modules, bounded below, with coherent cohomology sheaves, andsuch that there is an isomorphism of OX-modulesMp2ZRp �= Mx2X J(x) :Now suppose X is a reduced scheme of �nite type over a perfect �eld k.In this section we will construct a complex K�X on X. We will show that ithas all the properties of a residual complex, apart from having coherent co-homology sheaves. This last property shall be veri�ed in x4.5. The complexK�X is called the Grothendieck residue complex of X (relative to k).De�nition 4.3.2 Let x 2 X be a point and let � : K ! OX;(x) be a pseudo-coe�cient �eld. De�neK(�) := HomcontK (OX;(x); !K) ;considered as a skyscraper sheaf supported on the closed set fxg�. K(�) iscalled the dual module of the local ring OX;x (relative to k) determined by�. 98



K(�) is a quasi-coherent sheaf. By Matlis duality it is an injective hullof k(x) over the local ring OX;x. Thus K(�) �= J(x) in the notation usedabove. In [Gr] these dual modules are the building blocks of the residuecomplex, and the same is true here. The main e�ort will be to identify thevarious K(�) to a single module K(x).Lemma 4.3.3 Let � = (x; : : : ; y) be a saturated chain in X and let �=�be compatible coe�cient �elds for �. Denote by loc : OX;y ! OX;x thelocalization homomorphism. Given any � 2 K(�) put�(�) = ��;�=� (�) := Res�;� � � � loc : OX;y ! !(y)(see diagram). Thena) The k-linear homomorphism �(�) is continuous for the my-adic topol-ogy.b) The continuous homomorphism �(�)(y) : OX;(y) ! !(y) extending �(�)is k(y)-linear (via �).OX;x -� !(x)6loc ?Res�;�OX;y p p p p p p p p p p-�(�) !(y) (4.3.4)Proof a) Since � is continuous, �(mi+1x ) = 0 for i >> 0, so it is a DO overOX . By prop. 4.1.4, Res�;� is a locally DO. Thus the composition �(�) is aDO over OX;y (see lemma 3.1.9) and �(�)(mj+1y ) = 0 for j >> 0.b) Let �� : OX;� ! OX;�=mi+1� = (OX;x=mi+1x )� ! !(�) be the k(�)-linearmap obtained by applying the completion (�)� to �. Then by de�nition ofRes�;� we get �(�)(y) = Resk(�)=k(y);� � �� � @ : OX;(y) ! !(y)where @ : OX;(y) ! OX;� is the face map. Since �=� are compatible for � itfollows that �� is k(y)-linear, and hence so is �(�)(y). 2Remark 4.3.5 We adopt the following convention: operators denoted bythe symbol \�" are OX -linear, whereas operators denoted by the symbol\Res" are locally di�erential operators.99



The crucial ingredient of our construction is the coboundary map � be-tween dual modules.De�nition 4.3.6 Let � = (x; : : : ; y) be a saturated chain and let �=� becompatible coe�cient �elds for �. The coboundary map ��;�=� : K(�)! K(�)is by de�nition the OX -linear homomorphism � 7! ��;�=� (�) of lemma 4.3.3.Also de�ne ��;� : !(x) ! K(�) by ��;� (�)(a) := Res�;� (a�), � 2 !(x),a 2 OX;(y).The map �(x);� is a canonical isomorphism !(x) '! socOX;x K(�), andunder isomorphism we have��;�=� � �(x);� = ��;� : !(x)! K(�) : (4.3.7)Note also that ker(��;� ) = !(x)hol:�.Suppose � = (x; : : : ; y) and � = (y; : : : ; z) are saturated chains and �; �; �are coe�cient �elds for x; y; z respectively, s.t. �=� and �=� are compatiblefor � and � respectively. Then by lemma 4.1.6 and cor. 4.1.16 one has��_d0�;� = ��;� � ��;� : (4.3.8)Recall that a module M over a noetherian local ring (A;m) is calledco�nite if M �= HomA(N; I) for some �nitely generated A-module N andfor some injective hull I of A=m.Proposition 4.3.9 Let � = (x; : : : ; y) be saturated chain. Then !(x)=!(x)hol:� is a co�nite OX;y-module. As such it can be regarded as a skyscraperquasi-coherent OX -module, supported on fyg�. The map Res� of cor. 4.2.13induces a canonical isomorphism of OX-modules Res� : !(x)sim:�=!(x)hol:� '!!(y).Proof Choosing a coe�cient �eld � for y one gets an injection ��;� : (!(x)=!(x)hol:�) ,! K(�). By Matlis duality submodules of K(�) are duals ofquotients of OX;(y) with respect to the duality HomOX;y(�;K(�)). Since theresidue mapResk(�)=k(y);� is nonzero, and since the socle of K(�) is simple, it followsthat ��;� induces an isomorphism on socles. 2De�nition 4.3.10 A system of residue data on X consists of the data(fK(x)g; f��g; f��g), where: 100



a) For every x 2 X, K(x) is a quasi-coherent sheaf, called the dual moduleof the local ring OX;x (relative to k).b) For every saturated chain � = (x; : : : ; y), �� : K(x) ! K(y) is anOX-linear homomorphism, called the coboundary map along �.c) For every x 2 X and every coe�cient �eld � : k(x) ! OX;(x), �� :K(�) '! K(x) is an isomorphism of OX -modules.The following condition must be satis�ed:(y) For every saturated chain � = (x; : : : ; y) and all compatible coe�cient�elds �=� for �, the diagram below commutes:K(�) -�� K(x)?��;�=� ?��K(�) -�� K(y)Before stating the next result we have to broaden our de�nitions regard-ing di�erential forms and coboundary maps.De�nition 4.3.11 a) Let S be a �nite set of saturated chains in X. De-�ne k(S) := Q�2S k(�) and !(S) := !k(S) =L�2S !(�). If G � X isa �nite subset, de�ne k(G) and !(G) by replacing G with the set ofchains f(x) j x 2 Gg.b) Let y 2 X be a point and let � : K ! OX;(y) be a pseudo-coe�cient�eld. Suppose G � X is a �nite subset and S = Sx2G Sx is a �niteset of chains, s.t. each � 2 Sx begins with x and ends with y. De�ne�S;� : !(G)! K(�) by �S;� :=Px2GP�2Sx ��;�.c) Let Xgen be the set of generic points of irreducible components of X.If X is a reduced scheme de�ne !(X) := !(Xgen) =Lx2Xgen !(x).Recall that the total ring of fractions of X is denoted by k(X). Thusfor X reduced we have k(X) = k(Xgen) and !(X) is a free k(X)-module ofrank 1. In part b) of the de�nition we don't require that x > y for all x 2 G;if x 6> y then Sx = ; and �S;� still makes sense.101



Lemma 4.3.12 Let S and � be as in def. 4.3.11 b). Then the k-submodule!(G)hol:S := ker(�S;�) � !(G) is independent of �.Proof Copy the proof of lemma 4.2.1. 2The main result of this article is:Theorem 4.3.13 (Internal Residue Isomorphism) Let X be a reduced sch-eme of �nite type over a perfect �eld k. Let y 2 X be a point and let� : K ! OX;(y) be any pseudo-coe�cient �eld. Then:a) There exists a �nite set of chains S = Sx2G Sx as in de�nition 4.3.11b) s.t. �S;� : !(G)! K(�) is surjective. (4.3.14)One may choose G = Xgen.b) Let �0 : K 0 ! OX;(y) be another pseudo-coe�cient �eld and let S =Sx2G Sx and S0 = Sx02G0 S0x0 be sets of chains as in def. 4.3.11 b), with�S;� surjective. Let ��;�0 be the map which makes the lower trianglein the the diagram !(G0)!(G0)hol:S0 -�S0;�0 K(�0)
?�S0;� �������

����;�0 6�S;�0K(�) � �S;� !(G)!(G)hol:Scommute. Then ��;�0 is an isomorphism and the upper triangle com-mutes too.Proof a) By thm. 3.3.16 there exists a set of chains S = Sx2Xgen Sx s.t. theface map @ : OX;(y) ! Q�2S OX;� = k(S) is a strict monomorphism. Sincethe topology on k(S) is K-linear (prop. 3.2.5), any continuous K-linearhomomorphism � : OX;(y) ! !K extends (not uniquely) to a continuous102



K-linear homomorphism �̂ : k(S) ! !K . The residue pairing (4.2.4) is aperfect pairing of ST K-modules (thm. 2.4.22); there exists a form � 2 !(S)s.t. �̂ = h�; �ik(S)=K .Let !(S)hol � !(S) be the perpendicular space to OX;y under the pair-ing h�;�ik(S)=K . Since L�2S !(�)hol � !(S)hol, and by thm. 4.2.7, it fol-lows that !(S)hol is an open submodule of !(S). According to cor. 3.2.12,!(X) � !(S) is dense; so we can assume that � 2 !(X). Doing so we get� = �S;�(�).b) First note that the surjectivity of �S;� implies that OX;(y) ! k(S) is astrict monomorphism. This is because OX;(y) is a separated ST K-modulewith a topology generated byK-subspaces of �nite codimension. Hence �S;�0is surjective too.To show that the upper triangle is commutative amounts to provingthe following statement: if � = Px2G �x 2 !(G) and �0 = Px02G0 �0x0 2!(G0) are forms s.t. �S;�(�) = �S0;�(�0), then also �S;�0(�) = �S0;�0(�0). Now�S;�(�) = �S0;�(�0) i�for all a 2 OX;y; Xx2G X�2SxRes�;�(a�x) = Xx02G0 X�02S0x0 Res�0;�(a�0x0) :(4.3.15)But just like in the proof of lemma 4.2.1, if � = (y; : : : ; z) is any saturatedchain with z a closed point, condition (4.3.15) is equivalent tofor all a 2 OX;y; Xx2G X�2SxRes�_d0�;k(a�x) = Xx02G0 X�02S0x0 Res�0_d0�;k(a�0x0)which is independent of �. 2Let (fK(x)g; f��g; f��g) and (fK0(x)g; f�0�g; f�0�g) be two systems ofresidue data. An isomorphism between them is a family of isomorphisms	x : K(x) '! K0(x) s.t. 	y � �� = �0� � 	x and 	x � �� = �0� for all chains� = (x; : : : ; y) and all coe�cient �elds � for x.Corollary 4.3.16 There exists a system of residue data on X, unique upto a unique isomorphism.Proof If x 2 Xgen, set K(x) := !(x). For any y 2 X we identify theOX -modules K(�), where � ranges over the coe�cient �elds for y, via theisomorphisms ��;�0 . Let K(y) be this identi�ed module. The coboundary103



map �� : K(y) ! K(z) attached to a saturated chain � = (y; : : : ; z) isrepresented by ��;�=� : K(�) ! K(�), where �=� are compatible coe�cient�elds for �. Suppose �0=� 0 are other compatible coe�cient �elds for �. LetS be a set of chains as in part a) of the theorem, so �S;� : !(G) ! K(�)is surjective. Setting S _ d0� := f� _ d0� j � 2 Sg we get �S_d0�;� =��;�=� � �S;�. Let M := im(�S_d0�;� ) � K(�). By the theorem ��;� 0 jM =�S_d0�;� 0 � (�S_d0�;� )�1. Hence��;�0=� 0 � ��;�0 = ��;�0=� 0 � �S;�0 � (�S;�)�1= �S_d0�;� 0 � (�S_d0�;� )�1 � (��;�=� � �S;�) � (�S;�)�1= ��;� 0 � ��;�=�so �� : K(y)! K(z) is well-de�ned.Given another system of residue data (fK0(x)g; f�0�g; f�0�g), for everyy 2 X and every coe�cient �eld � the map 	y : K(y) ��1�! K(�) �0�! K0(y) isan isomorphism of OX -modules. Using compatible coe�cient �elds one has	y � �� = �0� �	x for any saturated chain � = (x; : : : ; y). Thus f	xg is theunique isomorphism between the two systems. 2Remark 4.3.17 Theorem 4.3.13 actually implies more: there is a canonicalisomorphism �� : K(�) '! K(x) for any pseudo-coe�cient �eld � : K !OX;(x).Corollary 4.3.18 Given y 2 X there is a canonical isomorphism of OX -modules �(y) : !(y) '! socOX;y K(y). If � is a coe�cient �eld for y then onehas �(y) = �� � �(y);�.Proof We must show that if �0 : k(y)! OX;(y) is any other coe�cient �eldthen ��;�0 � �(y);� = �(y);�0 . Choose any saturated chain � = (x; : : : ; y) withx 2 Xgen. According to the theorem ��;�0 jsocK(�) can be computed using��;�. Let � 2 !(y); by prop. 4.3.9 we can �nd � 2 !(x)sim:� s.t. Res�(�) = �.Then using prop. 4.2.12��;�0 � �(y);�(�) = ��;�0 � ��;�(�) = ��;�0(�) = �(y);�0(�) : 2104



Lemma 4.3.19 a) Let � = (x; : : : ; y) and � = (y; : : : ; z) be saturatedchains. Then ��_d0� = �� � ��.b) Let y 2 X and let � 2 K(y). Then for all but �nitely many saturatedchains � = (y; : : :) one has ��(�) = 0.c) Let (x; z) be a chain in X with codim(fzg�; fxg�) = 2. ThenXy2X;x>y>z �(y;z) � �(x;y) = 0 :Proof a) Choose coe�cient �elds �; �; � for x; y; z respectively s.t. �=� and�=� are compatible for � snd � respectively. Use formula (4.3.8) and theisomorphisms ��;��;�� .b) Choose a set of saturated chains S = Sx2Xgen Sx as in thm. 4.3.13 a),and let �S := P�2S �� : !(x) ! K(y) be the corresponding surjection.Then � = �S(�) for some � 2 !(x) and ��(�) = �S_d0�(�) by part a)of the lemma. By prop. 4.2.14, for all but �nitely many such chains �,� 2 T�2S !(X)hol:�_d0�, and for those � one has ��(�) = 0.c) By part a) this sum equals Py2X;x>y>z �(x;y;z). Choose coe�cient �eldsas in a). For any � 2 K(�) and any a 2 OX;z we have by de�nitionXy2X;x>y>z �(x;y;z);� (�)(a) = Xy2X;x>y>zRes(x;y;z);� (�(a))which is zero by theorem 4.2.15. 2The stage is set to present the residue complex. For every natural numberq let Xq � X be the subset fx 2 X j dim fxg� = qg.Theorem 4.3.20 Let X be a reduced scheme of �nite type over a perfect�eld k and let (fK(x)g; f��g; f��g) be the unique system of residue data onX. There exists a complex (K�X ; �X) of OX-modules, together with homo-morphisms of OX -modules 	x : K(x) ! K�X for all x 2 X, s.t. for everyinteger q the homomorphismXx2Xq	x : Mx2Xq K(x)! K�qX (4.3.21)
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is an isomorphism. The coboundary map �X satis�es the formula�X �Xx2X	x = X(x;y)	y � �(x;y) : Mx2XK(x)! K�X : (4.3.22)The complex (K�X ; �X) is unique up to a unique isomorphism, and is calledthe Grothendieck residue complex of X (relative to k).Proof Use formulas (4.3.21) and (4.3.22) to de�ne the complex K�X . Fromlemma 4.3.19 b) it follows that P(x;y) �(x;y) :Lx2X K(x) !Ly2X K(y) iswell-de�ned, and from part c) of the same lemma it follows that �2X = 0. 24.4 Functorial Properties of the Complex K�XLet X be a reduced scheme of �nite type over a perfect �eld k, with struc-tural morphism �. In this section we will examine the behavior of theresidue complex K�X with respect to �nite morphisms and open immersions.We will also show that when � is proper there is a canonical nonzero tracemap Tr� : H0��K�X ! k.Proposition 4.4.1 Let f : X ! Y be an open immersion of reduced k-schemes of �nite type. There is a canonical isomorphism of complexes ofOX -modules 
�f : K�X '! f�K�Y . If g : Y ! Z is another such open immer-sion then 
�gf = f�(
�g ) � 
�f : K�X '! f�g�K�Z �= (gf)�K�Z :Proof f induces an isomorphism between the system of residue data onX and the restriction to f(X) of the residue data on Y . Since K�Y is asum of skyscraper sheaves K(y), f�K�Y is the sum of the sheaves f�K(y) fory 2 f(X). 2Remark 4.4.2 In prop. 4.4.1, \open immersion" can be replaced with\�etale". Indeed, suppose f : X ! Y is �etale. Given y 2 Y , f�K(y) =Lxjy f�K(y)x, since f is quasi-�nite. For any coe�cient �eld � : k(y) !OY;(y) and any xjy, we have an induced coe�cient �eld �x : k(x)! OX;(x),and OX;(x) �= k(x) 
k(y) OY;(y). This induces an isomorphism f�KY (�)x '!KX(�x) which is compatible with the coboundaries.106



Let f : X ! Y be a �nite morphism of noetherian schemes. Follow-ing [RD] ch. III x6 we let �f : (X;OX ) ! (Y; f�OX) be the correspondingmorphism of ringed spaces, and we denote by Mod(Y; f�OX) the category ofsheaves of f�OX -modules on Y . The functor �f� : Mod(Y; f�OX)! Mod(X)is exact.De�nition 4.4.3 Given a �nite morphism f : X ! Y de�ne a functorf [ : Mod(Y )! Mod(X) byf [ := �f�HomY (f�OX ;�) :If U = SpecB and V = SpecA are a�ne open subsets in X and Yrespectively s.t. U = f�1(V ), and ifM is a quasi-coherent OY -module, then�(U; f [M) = HomA(B;�(V;M)). IfX f! Y g! Z are �nite morphisms then(gf)[ �= f [g[ naturally.Remark 4.4.4 In [RD] the functor f [ is a derived functor, de�ned usingRHom instead of Hom. However we shall only apply f [ to injective OY -modules, making this discrepancy disappear.Theorem 4.4.5 Let f : X ! Y be a �nite morphism of reduced k-schemesof �nite type. There is a canonical isomorphism of complexes of OX -modules
[f : K�X '! f [K�Y . If g : Y ! Z is another such �nite morphism then
[gf = f [(
[g) � 
[f : K�X '! f [g[K�Z �= (gf)[K�Z :Before proving the theorem we need to establish some more notation.Suppose G;H � X are �nite subsets and suppose S = Sw2G Sw = Sx2H Sxis a �nite set of chains in X s.t. each � 2 Sw \ Sx begins with w andends with x. Suppose also for that every x 2 H we are given a pseudo-coe�cient �eld �x : Kx ! OX;(x). De�ne � := Qx2H �x and K(�) :=Lx2H K(�x). Let �S;� : !(G) ! K(�) be the OX -module homomorphism�S;� :=Pw2GPx2HP�2Sw\Sx ��;�x .Now let f : X ! Y be a �nite morphism, let y 2 f(X) be a pointand let H � f(X) be a �nite subset. Suppose T = Sw2H Tw is a �niteset of chains in Y , s.t. each � 2 Tw begins with w and ends with y. LetG := f�1(H) and write xjy for x 2 f�1(y). Then S := f�1(T ) decomposesinto S = Sw2G Sw = Sxjy Sx as above. Given a pseudo-coe�cient �eld � :107



K ! OY;(y), the local homomorphisms f� : OY;(y) ! OX;(x) induce pseudo-coe�cient �elds f��x : K ! OX;(x). Set f�� := Qxjy f��x. As explainedabove, there is anOX -linear homomorphism �S;f�� : !(G)! K(f��). De�ne!(G)hol:S := ker(�S;f�� ).Let �1 : !(G) '! f [!(H) = Homk(H) (k(G); !(H)) (4.4.6)be the isomorphism induced by the trace map Trk(G)=k(H) : !(G) ! !(H),and let�2 : K(f��) =Mxjy K(f��x) '! f [K(�) =Mxjy HomOY;y (OX;x;K(�)) (4.4.7)be the isomorphism of adjunction.Lemma 4.4.8 The diagram of OX-modules below is commutative:!(G) -�1 f [!(H)?�S;f�� ?f [(�T;� )K(f��) -�2 f [K(�) (4.4.9)Proof We can localize at any x 2 f�1(y). Choose � 2 !(G)x, a 2 OX;xand b 2 OY;y. Then(f [(�T;� ) � �1)(�)(a)(b) =X�2T Res�;K � Trk(G)=k(H)(ba�) 2 !K :On the other hand(�2 � �S;f�� )(�)(a)(b) =X�2S Res�;K(ba�) 2 !K :According to prop. 3.2.3, k(S) �= k(G) 
k(H) k(T ) as reduced clusters ofTLFs. Since k(H) ! k(T ) is topologically �etale relative to k, we know bythm. 2.4.23 (cf. proof of cor. 4.1.16) thatX�2T Res�;K � Trk(G)=k(H) =X�2SRes�;K : !(G)! !K : 2108



Proof (of the theorem) Fix y 2 Y and x 2 f�1(y). It su�ces to give anisomorphism K(x) '! f [K(y)x which is compatible with the coboundaries�X and �Y . Let � : k(x) ! OX;(x) and � : k(y) ! OY;(y) be coe�cient�elds, and let f��x : k(y) ! OX;(x) be the induced pseudo-coe�cient �eld.The isomorphism ��;f��x of thm. 4.3.13 is an isomorphism of OX -modulesK(�) '! K(f��x). By adjunction we get an isomorphismK(f��x) '! f [K(�)x(called �2 in lemma 4.4.8), and the composition is by de�nition 
[f;�;� :K(�) '! f [K(�)x.Suppose �0 and � 0 are other coe�cient �elds for x and y respectively. Bythm. 4.3.13 ��0;f�� 0x � ��;�0 = �f��x;f�� 0x � ��;f��x :It remains to show that�2 � �f��x;f�� 0x = f [(��;� 0) � �2 : K(f��x) '! f [K(� 0)x : (4.4.10)Then the isomorphism 
[f : K(x) '! f [K(y)x represented by 
[f;�;� is wellde�ned.Choose a �nite set of chains ~S = Sw2Xgen ~Sw inX s.t. each � 2 ~Sw beginswith w and ends with x, and s.t. the face map OX;(x) ! k( ~S) is a strictmonomorphism. De�ne H := f(Xgen) � Y , T := f( ~S), G := f�1(H) � Xand S := f�1(T ). Then ~S � S, so k(S) = k( ~S)�k(S� ~S) andOX;(x) ! k(S)is a strict monomorphism. The isomorphism �f��x;f�� 0x can be computedusing S: �f��x;f�� 0x = �S;f�� 0x � (�S;f��x)�1 : K(f��x) '! K(f�� 0x) :By thm. 4.3.13 the isomorphism ��;� 0 on Y , restricted to im(�T;� ) � K(�),equals �T;� 0 � (�T;� )�1. According to the previous lemma we have��11 � f [(�T;� )�1 � �2 = (�S;f�� )�1 : K(f��) '! !(G)=!(G)hol:Sand the same for � 0, together yielding formula (4.4.10). Similar argumentsshow that 
[f commutes with the coboundaries. The transitivity of the traceon di�erential forms implies that 
[gf = f [(
[g) � 
[f . 2De�nition 4.4.11 (Traces) 109



a) Let f : X ! Y be a �nite morphism of reduced k-schemes of �nitetype. De�ne a homomorphism of complexes of OX -modulesTrf : f�K�X ! K�Yby taking the composition of f�(
[f ) : f�K�X '! f�f [K�Y with the ho-momorphism f�f [K�Y �= HomY (f�OX ;K�Y ) ! K�Y given locally by� 7! �(1).b) Given x 2 X0 (a closed point) let � : k(x) ! OX;(x) be the uniquecoe�cient �eld. Then there is a canonical isomorphism �� : K(�) =Homcontk(x)(OX;(x); k(x)) '! K(x). De�neRes(x);k : K(x)! kby Res(x);k (�) := Trk(x)=k � (��1� (�))(1), � 2 K(x).c) Let � : X ! Spec k be the structural morphism. De�neTr� : ��K0X = Mx2X0K(x)! kby Tr� :=Px2X0 Res(x);k.Corollary 4.4.12 a) Let X f! Y g! Z be �nite morphisms of reducedk-schemes of �nite type. ThenTrgf = Trg � g�(Trf ) : (gf)�K�X ! K�Z :b) Let f : X ! Y be a �nite morphisms of reduced k-schemes of �nitetype and let � : Y ! Speck be the structural morphism. ThenTr� = Tr� � ��(Trf ) : ��K0X ! k :Proof Both assertions are consequences of thm. 4.4.5 and some diagramchasing. 2Corollary 4.4.13 The homomorphism Tr� : �(X;K0X ) ! k is nonzero.Moreover, given any nonzero element a 2 �(X;OX ), there exists some � 2�(X;K0X ) s.t. Tr�(a�) 6= 0. 110



Proof Since X is reduced, there is some closed point x 2 X s.t. a(x) 2 k(x)is nonzero. If � : Spec k(x) ! Spec k is the structural morphism, thenTr� = Trk(x)=k. Consider the �nite morphism f : Spec k(x) ! X. By thecorollary, Tr� � ��(Trf ) = Tr�. Choose any b 2 k(x) s.t. Trk(x)=k(ab) 6= 0and set � := ��(Trf )(b). 2Theorem 4.4.14 Suppose � : X ! Spec k is proper. Then Tr� � ��(�X)(��K�1X ) = 0, so Tr� : ��K�X ! k is a homomophism of complexes of k-modules.Proof We have ��K�1X = Lx2X1 K(x). Choose x 2 X1, let � : k(x) !OX;(x) be a coe�cient �eld and let � 2 K(�). For any y 2 X0 \ fxg� wehave Res(y);k � �(x;y) � ��(�) = Res(x;y);k � �(1), soTr� � ��(�X) � ��(�) = Xy2X0;x>yRes(x;y);k(�(1)) = 0by the classical residue formula (cf. thm. 4.2.15 b)). 2De�nition 4.4.15 Suppose X is an n-dimensional, equidimensional sch-eme. De�ne ~!X to be the sheaf H�nK�X .Observe that ~!X is a subsheaf of K�nX = !(X) = 
nk(X)=k. Now supposeX is integral. In [Ku2] E. Kunz introduced the sheaf of regular di�erentialforms !nX=k (cf. [Li1] x0). It is a subsheaf of !(X), coherent, and coincideswith 
nX=k if X is smooth.Theorem 4.4.16 Let X be an integral scheme of �nite type over a perfect�eld k. Then ~!X is the sheaf of regular di�erential forms.Proof Say X has dimension n and generic point v. We claim that forany open set U � X, �(U; ~!X) = Tx2Xn�1\U !(X)hol:(v;x). This is be-cause �(U;K�n+1X ) =Lx2Xn�1\U K(x) and for each such x, !(X)hol:(v;x) =ker(�(v;x)). If X is smooth over k then !(X)hol:(v;x) = 
nX=k;x since OX;x isa DVR formally smooth over k (cf. proof of lemma 4.2.6). Hence for anyy 2 X we have ~!X;y = Tx2Xn�1; x�y 
nX=k;x = 
nX=k;y.111



It remains to show that given a �nite surjective morphism f : X =SpecB ! Y = SpecA with X integral and Y smooth over k, then�(X; ~!X) = f� 2 !(X) j Trf (B � �) � 
nA=kg :Since Trf sends f�~!X into ~!Y = 
nY=k, the inclusion \�" is trivial. Let usprove the other inclusion. Fix � 2 !(X) s.t. Trf (B � �) � 
nA=k. Let v andw be the generic points of X and Y respectively. It su�ces to show that forevery x 2 Xn�1, � 2 !(X)hol:(v;x). Fix such x and let y := f(x).De�ne K := k(Y )(y) = k( (w; y) ) and L := k(X)(y) �= k(X) 
k(Y ) K �=Qx0jy k( (v; x0) ). Since Trf is OY -linear we get upon completion along (y):TrL=K((f�OX)(y) � �) � 
n;sepY=k;(y) = !( (w; y) )hol :Let e 2 (f�OX)(y) �= Qx0jy OX;(x0) be the idempotent which projects ontoOX;(x). Choose a coe�cient �eld � : k(y)! OX;(y). ThenResk( (v;x) )=k(y);�(OX;(x) � �) = ResL=k(y);�((f�OX)(y) � e�)= ResK=k(y);� � TrL=K((f�OX)(y) � e�) = 0so � 2 !( (v; x) )hol (cf. lemma 4.2.1). 2Remark 4.4.17 When X is integral of dimension n and � is proper we geta canonical k-linear homomorphism~�X : Hn(X; ~!X )! H0(X;K�X ) H0(Tr�)������! k : (4.4.18)It follows from thm. 1 of the appendix that the pair (~!X ; ~�X) is a dualizingpair in the sense of [Li1] x0. A separate local calculation is needed to checkthat ~�X equals Lipman's map, up to a sign (cf. [Li1] thm. 0.6 (d), and [SY]).4.5 Exactness for Smooth Schemes; More Functorial Pro-pertiesIn this section X is a reduced scheme of �nite type over a perfect �eld k.We shall exhibit a canonical quasi-isomorphism CX : 
nX=k[n] ! K�X forX smooth of dimension n over k. Using the variance of K�X with respect112



to �nite morphisms we will prove that it is a residual complex for any X.Finally, we shall show that when � : X ! Speck is proper (and some extrahypothesis) the pair (K�X ;Tr�) represents the functor F� 7! Homk(R��F�; k)on the category D�qc(X).Suppose X is integral, of dimension n. Following [EZ] ch. III x3.1 wecall the canonical homomorphism of OX -modules 
nX=k ! 
nk(X)=k = K�nXthe fundamental class and denote it by CX . According to lemma 4.2.6,�X � CX = 0. The augmented residue complex on X is the complex� � � ! 0! 
nX=k CX! K�nX �X! K�n+1X �X! � � � �X! K0X ! 0! � � � :Remark 4.5.1 The fundamental class CX is de�ned on any reduced schemeX. It is a global section of the double complex K�;�X := HomX(
�X=k; K�X),and d0X(CX) = �0X(CX) = 0; see [EZ] ch. III x3.1 and our digression 4.5.13.Theorem 4.5.2 Let X be a smooth irreducible scheme over k. Then theaugmented residue complex on X is exact.First let us set up some notation. Suppose X is an irreducible smooth n-dimensional scheme over k, z 2 X is a point and p is an integer in the range[0; n]. The stalk of K�pX at z, K�pX;z, can be identi�ed withLx2Xp;x�z K(x);it is a direct summand of the group of global sections �(X;K�pX ) =Lx2XpK(x). Any section � 2 �(X;K�pX ) is a sum � = Px2Xp �x, and �x isidenti�ed with the germ of � at x. The module K(x) is an artinian OX;x-module, so the cyclic submodule OX;x � �x has �nite length. We shall call apoint x 2 X bad if it is not contained in any smooth hypersurface Y � X.Given � =Px2Xp �x 2 �(X;K�pX ) de�ne:Assz(�) := fx 2 Xp j x � z; �x 6= 0glengthz(�) := Px2Assz(�) lengthOX;x(OX;x � �x)codim(�) := n� pbadnessz(�) := number of bad points in Assz(�)weightz(�) := (codim(�);badnessz(�); lengthz(�)) 2 N3 :We say that � 2 K�pX;z is a cocycle if �X;z(�) = 0, and that is a cobound-ary if � = �X;z(�) for some � 2 K�p�1X;z (or � = CX;z(�) for some � 2 
nX=k;z,113



if p = n). Note that for � 2 K�pX;z � �(X;K�pX ), the support of � is preciselythe closure of Assz(�).Suppose Y � X is a smooth hypersurface, with ideal sheaf I, and inclu-sion morphism i. The canonical isomorphism 
nX=k
I�1
OY �= 
n�1Y=k givesrise to a surjection of OX -modules, the Poincar�e residue map, Res(X;Y ) :
nX=k 
I�1!!
n�1Y=k (we are omitting the functor i�). There is also a canon-ical injection 
nX=k 
 I�1 ,! 
nk(X)=k = K�nX , which identi�es 
nX=k 
 I�1with the sheaf of meromorphic forms with simple poles along Y . The tracemap Tri : K�Y ! K�X is an injection of complexes; for any x 2 X, im(Tri)xconsists of those germs �x 2 K�X;x annihilated by Ix.Lemma 4.5.3 The diagram of OX -module homomorphisms below is com-mutative 
nX=k 
 I�1 -� K�nX -�X K�n+1X@@@RRes(X;Y ) 6Tri
n�1Y=k -� K�n+1YProof Let x and y be the generic points of X and Y respectively. Forany y0 2 Xn�1 other than y, both paths are 0, since (
nX=k 
 I�1)y0 �!(x)hol:(x;y0). Therefore we can localize at y. Then Iy = my = (t) for somet 2 OX;y, and (
nX=k 
 I�1)y = t�1 � 
nX=k;y which equals !(x)sim:(x;y) (cf.proof of lemma 4.2.6). Since Res(X;Y )(�^t�1dt) = �(y) 2 
n�1k(y)=k for all � 2
n�1X=k;y we get Res(X;Y ) = Res(x;y) : (
nX=k 
I�1)y ! !(y) (see prop. 4.3.9).Now (Tri)y : KY (y) = !(y) ! KX(y) is given by (
[i )y = �X;(x;y) � Res�1(x;y)(cf. proof of thm. 4.4.5), so the diagram commutes. 2Proof (of theorem) Using induction on weight in the well-ordered set(N3 ; lex), it su�ces to prove the following claim:(y) Let X be an irreducible smooth scheme over k, let z 2 X be a point,let p be an integer in the range [0;dimX] and let � 2 K�pX;z be a co-cycle. Suppose that for all quadruples (X 0; z0; p0; �0) as above withweightz0(�0) < weightz(�), �0 is a coboundary. Then � is a cobound-ary. 114



The claim is proved case by case. We may assume that � 6= 0 anddim fzg�� p. Let n := dimX.case 1 codim(�) = 0, so � 2 K�nX;z = !(X). Apply thm. 4.4.16.case 2 codim(�) � 1 and � 2 HomOX;z(OY;z;K�pX;z) for some smoothhypersurface Y � X. Denoting the inclusion morphism of Y by i we have� 2 (i[K�pX )z, so � = Tri(�) for some � 2 K�pY;z. Since Tri : K�Y ! K�X is aninjection of complexes, � is a cocycle. We have codim(�) = codim(�) � 1,so by the hypothesis � = �Y;z(
) for some 
 2 K�p�1Y;z , or � = CY;z(
) forsome 
 2 
n�1Y=k;z if p = n. If p < n we get � = �X;z � (Tri)z(
). If p = nwe can lift 
 to some ~
 2 (
nX=k 
 I�1)z, where I is the ideal sheaf of Y .According to lemma 4.5.3, �X;z(~
) = �.case 3 codim(�) � 1 and there is some x 2 Assz(�) which is not bad. Sox 2 Y where Y � X is a smooth hypersurface. Let U = SpecA � X bean open a�ne neighborhood of z s.t. U \ Y = SpecA=(t) for some t 2 A,and let i : U ! X be the inclusion morphism. Applying the isomorphism
�i : K�U '! i�K�X , and observing that weightz, being de�ned locally at z,remains unchanged, we see that it is possible to assume that X = SpecA.Since the class t(x) of t in the residue �eld k(x) is zero, it follows thatlengthOX;x(OX;x � t�) < lengthOX;x(OX;x � �), and hence also weightz(t�) <weightz(�). By hypothesis t� is a coboundary: t� = �X;z(�) for some � 2K�p�1X;z . Since t is a non-zero-divisor on OX;z and since K�p�1X;z is an injectiveOX;z-module, there is some 
 2 K�p�1X;z s.t. t
 = �. Thus t(�X;z(
)� �) = 0and we reduce the problem to case 2.case 4 codim(�) � 1 and all points in Assz(�) are bad. Choose somex 2 Assz(�) and let f : X ! Y = A nk be a �nite surjective morphism whichlinearizes (x). Since X and Y are regular schemes f is a 
at morphism (cf.[AK] ch. V cor. 3.6). By choosing a small enough a�ne neighborhood ofv := f(z) in Y we can assume that X = SpecB, Y = SpecA and B is a freeA-module of rank N = deg f .Choose an A-basis �1; : : : ; �N for HomA(B;A). We get an isomorphismof complexes of OY -modulesf�K�X f�(
[f )���! f�f [K�Y �= HomY (f�OX ;K�Y ) �= NMi=1 OY � �i 
K�Y (4.5.4)115



s.t. f�(�X )(P �i 
 �i) =P �i 
 �Y (�i) for all global sections �i 2 �(Y;K�Y ).There is an exact sequence of complexes of OX -modules0! J � ! f [K�Y;v  ! K�X;z ! 0 (4.5.5)where  is localization at z and J � = Lx02f�1(v);x0 6�z K(x0). For every� 2 �(X;J �) the support of � does not contain z; therefore there is somet 2 B s.t. t� = 0 but t(z) 6= 0.The sequence (4.5.5) is naturally split as a sequence of OX -modules,although not as complexes. Applying f�(�)v to this sequence and recallingthat �X;z(�) = 0 we get f�(�X)v(�) = f�f [(�Y;v)(�) 2 f�J �v �= �(X;J �).Let t 2 B be s.t. tf�(�X)v(�) = 0 but t(z) 6= 0. Write t� = PNi=1 �i 
 �i,�i 2 K�pY;v. Then P �i 
 �Y;v(�i) = f�(�X)v(t�) = 0, so each �i is a cocycle.Since Assv(�i) � f(Assz(t�)) � f(Assz(�)) and since ff(x)g� � Y = A nk isa linear subspace, we see that badnessv(�i) < badnessz(�) = #Assz(�). Thecodimension hasn't changed, so weightv(�i) < weightz(�). By hypothesis�i = �Y;v(
i) for some 
i 2 K�p�1Y;v . But t 2 O�X;z (a unit at z), so weconclude that � = �X;z(t�1P �i 
 
i). 2Corollary 4.5.6 For any reduced scheme X of �nite type over k, K�X is aresidual complex.Proof We have to show that K�X has coherent cohomology sheaves. Sincethis is a local question we may assume that X is a closed subscheme of Y =A nk for some n. Then for all p the OX -module HpK�X �= HpHom�Y (OX ;K�Y ) �=Extp+nY (OX ;
nY=k) is coherent. 2Corollary 4.5.7 Suppose X is a Cohen-Macaulay, n-dimensional, equidi-mensional, reduced scheme. Let ~!X [n] be the complex consisting of the sheaf~!X in dimension �n. Then the homomorphism of complexes ~!X [n] ! K�Xis a quasi-isomorphism.Proof The question is local so we may assume X is a closed subscheme ofY = A mk . Then HpK�X �= Extp+mY (OX ;
mY=k) is 0 for p 6= �n (cf. proof of[Ha] ch. III thm. 7.6). 2116



Let D(X) be the derived category of complexes of OX -modules, localizedwith respect to quasi-isomorphisms. Let D+c (X) be its full subcategory con-sisting of bounded below complexes with coherent cohomology sheaves. Con-sider the category FT=k of schemes of �nite type over k and k-morphisms.From [RD] ch. VII cor. 3.4 it follows that there is a contravariant pseud-ofunctor ! on FT=k. To every morphism f : X ! Y in FT=k it assigns afunctor f ! : D+c (Y )! D+c (X), with the following properties:1) For two morphisms X f! Y g! Z there is an isomorphism cRDf;g :(gf)! '! f !g!.2) For a �nite morphism f : X ! Y there is an isomorphism dRDf : f ! '!f [.3) For a smooth morphism f : X ! Y of relative dimension n, there is anisomorphism eRDf : f ! '! !X=Y [n]
OX f�, where !X=Y is the invertiblesheaf 
nX=Y .4) For a proper morphism f : X ! Y there is a trace morphism TrRDf :Rf�f ! ! 1 in D+c (Y ). It induces a functorial isomorphism�RDf : Rf�RHom�X(F�; f !G�) '! RHom�Y (Rf�F�;G�)for all F� 2 D�qc(X) and G� 2 D+c (Y ).In particular, taking the structural morphism � : X ! Speck and thecomplex k 2 D+c (Spec k), we get an object �!k 2 D+c (X). The next corollarysays that in many instances there is an isomorphism �!k �= K�X in D(X) (e.g.when X is quasi-projective).Corollary 4.5.8 Suppose the structural morphism � : X ! Spec k factorsas � = �f with f : X ! Y �nite and � : Y ! Spec k smooth. Then there isan isomorphism � : K�X '! �!k in D(X).Proof Say Y has dimension n. By thm. 4.5.2 one has isomorphismsCY � eRD� : �!k '! !Y=k[n] = !Y [n] = 
nY=k[n] '! K�Yin D+c (Y ), and by thm. 4.4.5 one has(
[f )�1 � dRDf � f !(CY � eRD� ) � cRDf;� : �!k '! f !�!k '! f !K�Y '! f [K�Y '! K�X :117



2Now assume that � is proper. In thm. 4.4.14 we produced a morphismTr� : ��K�X ! k in D(k).Theorem 4.5.9 Assume that � : X ! Speck is proper and that there issome isomorphism K�X �= �!k in D(X). Then there is a unique isomorphism�X : K�X '! �!k in D(X) s.t.Tr� = TrRD� � R��(�X) : ��K�X ! k :Proof Say we are given an isomorphism � : K�X '! �!k in D+c (X). ThenTrRD� induces an isomorphism of �(X;OX )-modulesH0��K�X H0R��(�)������! H0R���!k �RD����! Homk(��OX ; k) :Now �(X;OX ) is a �nite reduced k-algebra, hence a semi-simple artinianring. It follows that H0(X;K�X ) is a free �(X;OX)-module of rank 1. Bycor. 4.4.13 the trace H0(Tr�) is nondegenerate, so H0(Tr�) = H0(TrRD� ) �H0R��(�) � a for some global unit a 2 �(X;OX)�. Then �X := � � a�1 isthe desired isomorphism. 2Observe that thm. 4.5.9 applies when X is projective over k - this followsfrom cor. 4.5.8.Remark 4.5.10 In the appendix (thm. 1) it is shown that there exists acanonical isomorphism �X : K�X '! �!k in D(X), as in thm. 4.5.9, on anyproper reduced scheme X. Moreover, the exercise at the end of the appendixshows that there is a canonical isomorphism of complexes �X : K�X '! �4kon any reduced scheme X. Here �4 is the pseudo-functor of [RD] ch. VI.Remark 4.5.11 Suppose X is both smooth and proper over k. Are theisomorphisms � and �X of cor. 4.5.8 and thm. 4.5.9, respectively, equal? Inother words, what is the unit a 2 �(X;OX ) occurring in the proof of thm.4.5.9? In [SY] it is proved that a = �1.To conclude the paper, let us indicate some applications of our construc-tion. These shall appear in detail in a future publication [Ye2].118



Digression 4.5.12 Let K be a TLF over k. Denote by DK the ringDi�contK=k(K;K) of continuous di�erential operators over K. We can show that thereis a canonical right DK action on !K . This action gives an isomorphism of�ltered k-algebras D�K '! Di�contK=k(!K ; !K)where D�K is the opposite ring. A topologically �etale homomorphism (rela-tive to k) K ! K 0 extends to a k-algebra homomorphism DK ! DK0 , andwith respect to it the map !K ! !K0 becomes a homomorphism of rightDK-modules.On the other hand, if k ! K is itself a morphism in TLF(k), the residuepairing h�;�iK=k induces an adjoint action of DK on !K . A calculationshows that this adjoint action coincides with the canonical right action.Now let x 2 X be a point. For any coherent sheaf M de�ne M_(x) :=HomX(M;K(x)), the \canonical Matlis dual" ofM at x. Using the resultson D-modules over TLFs mentioned above we prove that any DO D :M!N between OX-modules induces a DO (of equal order) D_(x) : N_(x) !M_(x).The assignment D 7! D_(x) is functorial. Moreover, given a saturated chain� = (x; : : : ; y), the natural transformation �� : (�)_(x) ! (�)_(y) induced bythe coboundary �� : K(x)! K(y) respects DOs.Consider the sheaf of DOs on X, DX := DiffX=k(OX ;OX). An im-mediate consequence is that K�X = Lx2X(OX)_(x) is a complex of rightDX -modules. One checks that if X is smooth of dimension n and the char-acteristic is 0, then the induced action on 
nX=k = H�nK�X is by the Liederivative (cf. [Bo] ch. VI x3.2). For any left (resp. right) DX -module M,M_(x) is a right (resp. left) DX -module. So M� 7! Hom�X(M�;K�X) is afunctor D(DX)� $ D(D�X), inducing an equivalence Dbc (DX)� $ Dbc (D�X)(where \c" means coherent over OX).Digression 4.5.13 In [EZ] ch. II x2.1 the bigraded OX -module K�;�X isde�ned. For any p; q set Kp;qX := HomX(
qX=k;KpX). Using our construc-tion we get a canonical structure of double complex on K�;�X (independentof embedding and for arbitrary characteristic; cf. [EZ] x2.1.3). The �rst dif-ferential �0X is simply � 7! �X � �. The second di�erential d0X is a DO oforder � 1, de�ned using the results sketched in digression 4.5.12. We haveK�;�X =Lx2X(
�X=k)_(x) and we may set d0X :=Px2X d_(x). Then (d0X)2 = 0and d0X � �0X = �0X � d0X . Given a �nite morphism f : X ! Y there is a119



canonical trace map Trf : f�K�;�X ! K�;�Y . When X is smooth of dimensionn the isomorphism K�;�X �= 
�X=k
OX !�1X 
OX K�X sends d_(x) to Hn�px (d) forx 2 Xp, which is the di�erential used in [EZ].
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AbstractLet X be a scheme of �nite type over a �eld k, with structural morphism�. The residue complex K�X on X is the Cousin complex associated to�!k, as in \Residues and Duality". We give an explicit construction of thiscomplex when X is reduced and k is perfect. We begin with the theoryof semi-topological rings. These rings admit many operations (e.g. limits,base change) and there is a di�erential calculus over them. This theory isused to treat topological local �elds (TLFs), which are the high dimensionallocal �elds of Parshin, endowed with suitable topologies. We investigate thestructure of TLFs, and give an improved version of the Parshin-Lomadzeresidue functor on the category TLF(k). Next we turn to the Beilinsoncompletion functors, which we also topologize. These provide a link betweenthe geometry of X and TLFs. The Parshin residue map Res�;� dependson a saturated chain � = (x; : : : ; y) in X and a coe�cient �eld � for y.De�ne K(�) := Homcontk(y)(ÔX;y ; !(y)). The residue map Res�;� gives rise toa coboundary homomorphism ��;�=� : K(�) ! K(�). Using base changearguments we remove the dependence of �� on coe�cient �elds. Summingover all x 2 X we get our complex (K�X ; �X). We then proceed to showthat this complex has the correct properties. In the appendix the canonicalisomorphism K�X �= �!k is exhibited.
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Resum�eSoit X un sch�ema de type �ni sur un corps k, avec morphisme struc-tural �. Le complexe residuel K�X de X est le complexe de Cousin associ�e �a�!k, comme dans \Residues and Duality". Nous donnons une constructionexplicite de ce complexe lorsque X est r�eduit et k est parfait. Nous com-men�cons avec la theorie des anneaux semi-topologiques. Ces anneaux ad-mettent beaucoup d'operations (par exemple limites, changements de base)et ils autorisent un calcul di�erentiel. Cette theorie est utilis�ee pour les corpslocaux topologiques (TLF) qui sont les corps locaux de grande dimensionen sense de Parshin, munis de topologies convenables. Nous recherchons lastructure des TLF, et donnons une version amelior�ee du foncteur de residusde Parshin-Lomadze sur la cat�egorie TLF(k). Nous passons ensuite auxfoncteurs de completion de Beilinson, que nous munissons �egalement d'unetopologie. Cela nous fournit avec un lien entre la geometrie de X et lesTLF. L'application de residus de Parshin Res�;� est donn�ee par une chainesatur�ee � = (x; : : : ; y) dans X et par un corps de coe�cients � pour y. SoitK(�) := Homcontk(y)(ÔX;y; !(y)). L'application de residus Res�;� donne lieua un homomorphisme cobordant ��;�=� : K(�) ! K(�). En utilisant unchangement de base nous levons la dependance de �� en les corps des coef-�cients. En faisant la somme sur tous les x 2 X nous obtenons le complexe(K�X ; �X). Nous demontrons ensuite que ce complexe a les propri�et�es atten-dues. Dans l'appendice l'isomorphisme canonique K�X �= �!k est d�ecrit.
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