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Two rings A and B are said to be derived Morita equivalent if the derived categories Db(ModA) and
Db(ModB) are equivalent. If A and B are derived Morita equivalent algebras over a field k, then there is
a complex of bimodules T such that the functor TCL

A
® :Db(ModA)MNDb(ModB) is an equivalence.

The complex T is called a tilting complex.
When B¯A the isomorphism classes of tilting complexes T form the derived Picard group DPic (A).

This group acts naturally on the Grothendieck group K
!
(A).

It is proved that when the algebra A is either local or commutative, then any derived Morita equivalent
algebra B is actually Morita equivalent. This enables one to compute DPic (A) in these cases.

Assume that A is noetherian. Dualizing complexes over A are complexes of bimodules which generalize
the commutative definition. It is proved that the group DPic (A) classifies the set of isomorphism classes
of dualizing complexes. This classification is used to deduce properties of rigid dualizing complexes.

Finally finite k-algebras are considered. For the algebra A of upper triangular 2¬2 matrices over k, it
is proved that t$¯ s, where t, s `DPic (A) are the classes of A*BHom

k
(A, k) and A[1] respectively. In the

appendix, by Elena Kreines, this result is generalized to upper triangular n¬n matrices, and it is shown
that the relation tn+"¯ sn−" holds.

0. Introduction

Let A and B be two rings. Recall that according to Morita theory, any equivalence

between the categories of left modules ModAMNModB is realized by a B-A-

bimodule P, progenerator on both sides, as the functor MPNPC
A
M.

Happel [5], Cline, Parshall and Scott [3] and Rickard [13, 14] generalized Morita

theory to derived categories. Let A and B be algebras over a field k. Rickard proved

that if the derived categories Db(ModA) and Db(ModB) are equivalent, then

there is a complex T `Db(Mod(BC
k
Ao)) such that the functor TCL

A
® :

Db(ModA)MNDb(ModB) is an equivalence. Here Ao denotes the opposite algebra.

A complex T with this property is called a tilting complex, and the algebras A

and B are said to be deri�ed Morita equi�alent.

In Section 1 we recall some facts on derived categories of bimodules from [16].

Then we reproduce Rickard’s results in the formulation needed for this paper. See

Remark 1.12 regarding the generalization to an arbitrary commutative base ring k.

In Section 2 we prove that if A is either local or commutative then any derived

Morita equivalent algebra B is actually Morita equivalent (in the ordinary sense).

Specifically if T `Db(Mod (BC
k
Ao)) is a tilting complex then TFP[n] for some

invertible bimodule P and some integer n (in the commutative case SpecA is assumed

connected). See Theorems 2.3 and 2.6.

When A¯B the isomorphism classes of tilting complexes form a group, called the

deri�ed Picard group DPic (A). The operation is (T
"
,T

#
)PNT

"
CL

A
T
#
, the identity is A

and the inverse is TPNTh BRHom
A
(T,A). Let s `DPic (A) be the class of the

complex A[1]. Then the subgroup ©sª is isomorphic to :. When A is local we show
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that DPic (A)F:¬Out
k
(A), where Out

k
(A) denotes the group of outer k-algebra

automorphisms (see Proposition 3.4). When A is commutative then

DPic (A)F:m¬Aut
k
(A)mPic

A
(A), where m is the number of connected components

of SpecA and Pic
A
(A) is the usual commutative Picard group (Proposition 3.5). If A

is noetherian let K
!
(A)¯K

!
(Mod

f
(A)) be the Grothendieck group. Then there is a

representation χ
!
:DPic (A)MNAut (K

!
(A)), with χ

!
(s)¯®1.

In Section 4 we suppose A is noetherian. Then we have the notion of dualizing

complex R `Db(ModAe), where AeBAC
k
Ao (Definition 4.1). Dualizing complexes

over noncommutative algebras were introduced in [16], generalizing the commutative

definition of [6]. Unlike the commutative case, where any two dualizing complexes

R
"
,R

#
satisfy R

#
FL[n]C

A
R

"
with L an invertible module and n an integer, when A is

noncommutative there is no such uniqueness. The question arose of how to classify all

isomorphism classes. We prove in Theorem 4.5 that given a dualizing complex R
"
, any

other complex R
#
is dualizing if and only if R

#
FTCL

A
R

"
for some tilting complex T.

Moreover this T is unique up to isomorphism. Therefore the group DPic (A) classifies

the isomorphism classes of dualizing complexes.

Next, in Section 5, we consider rigid dualizing complexes, which were defined by

Van den Bergh [15]. One of his results was that a rigid dualizing complex is unique

up to an isomorphism in D(ModAe). We prove that this isomorphism is unique

(Theorem 5.2). If A is finitely generated as k-algebra and finite over its centre then it

has a rigid dualizing complex (Proposition 5.7). If A is Gorenstein and has a rigid

dualizing R complex then R is also a tilting complex, and Rh FRHom
A
e (A,Ae)

(Proposition 5.11). This also generalizes a result of Van den Bergh.

In Section 6 we look at a finite k-algebra A. The bimodule A*BHom
k
(A,k) is the

rigid dualizing complex of A. If A is a Gorenstein algebra then A* is also a tilting

complex, in which case we denote its class in DPic (A) by t. If moreover A has finite

global dimension then χ
!
(t)¯®c, where c is the Coxeter transformation of [1,

Chapter VIII].

Finally in Proposition 6.5 we examine the group DPic (A) for the algebra

A¯ 9k0
k

k: .
Note that this is the smallest k-algebra which is neither commutative nor local.

The ordinary noncommutative Picard group Pic (A) is trivial here. On the other hand,

we prove that t$¯ s, so DPic (A)1©sª. In the appendix, by Elena Kreines, the

calculation is carried out for an n¬n upper triangular matrix algebra, n& 2. She

proves that tn+"¯ sn−" in this case.

1. Morita equi�alence

Let k be a fixed base field. All k-algebras will be associative with 1. Given a k-

algebra A we denote by Ao the opposite algebra, and by Ae the enveloping algebra

ACAo (where C¯C
k
throughout). Our modules will be by default left modules, and

with this convention an Ao-module will mean a right A-module. Given another

k-algebra B, an (ACB o)-module M is then just and A-B-bimodule
A
M

B
, central

over k.

We write ModA for the category of A-modules. Let D(ModA) be the derived

category of A-modules, and for o¯®,­, b let Do(ModA) be the appropriate full

subcategory (conventions as in [6]).
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The forgetful functor Mod (ACB o)MNModA is exact and so induces a functor

Do(Mod (ACB o))MNDo(ModA). Now ACB o is a projective A-module, so any

projective (respectively flat, injective) (ACB o)-module is projective (respectively flat,

injective) over A.

Consider k-algebras A,B,C. For complexes M `D(Mod (ACB o)) and N `
D(Mod (ACC o)), with either M `D− or N `D+, there is a derived functor

RHom
A
(M,N ) `D(Mod (BCC o)).

It is calculated by replacing M with an isomorphic complex in D−(Mod (ACB o))

which consists of projective modules over A, or by replacing N with an isomorphic

complex in D+(Mod (ACC o)) which consists of injective modules over A.

Likewise, for complexes M `D−(Mod (BCAo)) and N `D−(Mod (ACC o)) there

is a derived functor
MCL

A
N `D(Mod (BCC o)).

It is calculated by replacing M with an isomorphic complex in D−(Mod (BCAo))

which consists of flat modules over Ao, or by doing the corresponding thing for N. In

the case when M has finite Tor dimension over Ao, that is, it is isomorphic in

D(ModAo) to a bounded complex of flat Ao-modules, then MCL

A
N is defined for

an unbounded N (and vice versa). For full details see [16].

Because the forgetful functors Mod (ACB o)MNModA and so on commute

with RHom
A
(®,®) and ®CL

A
® there is no need to mention them explicitly.

Recall that a complex M `D(ModA) is called perfect if it is isomorphic to a

bounded complex of finitely generated projective modules. The full subcategory

D(ModA)
perf

ZD(ModA) consisting of perfect complexes is triangulated, and the

identity functors

Kb(projA)MNDb(ModA)
perf

MND(ModA)
perf

are equivalences, where proj A is the additive category of finitely generated projective

A-modules.

L 1.1. (1) Suppose that MFM
"
GM

#
`D(ModA). Then M is perfect if and

only if both M
"

and M
#

are perfect.

(2) Let M `D(ModA) be a perfect complex and n be an integer. If HpM¯ 0 for

all p" n then HnM is a finitely generated module.

Proof. (1) See [4, Expose! I, Proposition 4.17].

(2) Let PFM where P is a bounded complex of finitely generated projectives.

Say Pp ¯ 0 for p"m& n. By splitting Pn MN…MNPm we obtain a surjection

Pn MOHnM. *

Given a complex M `D(ModA), denote by addMZD(ModA) the class of all

direct summands of finite direct sums of M.

We say a class D
!
of objects of a triangulated category D generates it if there is

no triangulated subcategory D«, closed under isomorphisms, with D
!
ZD«¥D.

At this point we wish to remind the reader of the classical Morita theory.

T 1.2 (Morita theory). Let A and B be rings. Then the following are

equi�alent:

(i) The abelian categories ModA and ModB are equi�alent.
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(ii) There is a B-A-bimodule P, progenerator o�er B; such that the canonical ring

homomorphism AoMNEnd
B
(P) is bijecti�e.

(iii) There is a B-A-bimodule P and an A-B-bimodule Q such that PC
A
QFB and

QC
B
PFA as bimodules.

If F :ModAMNModB is the equivalence, then P¯FA, FM¯PC
A
M and

Q¯Hom
B
(P,B). In this case we say that A and B are Morita equivalent, and we call

a bimodule P as above an in�ertible B-A-bimodule.

Following Rickard we make the following definition.

D 1.3. Let A and B be rings. If there is an equivalence of triangulated

categories F :Db(ModA)MNDb(ModB) we say that A and B are deri�ed Morita

equi�alent.

The generalization to complexes of the notion of invertible bimodule is given in

the following.

D 1.4. Let A,B be k-algebras, and let T `Db(Mod (BCAo)). Suppose

that

(i) T `Db(ModB) is a perfect complex, and addT generates Db(ModB)
perf

;

(ii) the canonical morphism AMNRHom
B
(T,T ) in D(ModAe) is an iso-

morphism.

Then we call T a tilting complex.

In [14] the term ‘two-sided tilting complex’ was used.

E 1.5. In the notation of Theorem 1.2, if P is k-central then

P `Mod(BCAo) is a tilting complex.

The next theorem is an immediate consequence of [13, Theorem 6.4] and [14,

Theorem 3.3, Proposition 4.1]. For the convenience of the reader we have included

our own proof.

T 1.6 (Rickard). The following conditions are equi�alent for a complex

T `Db(Mod (BCAo)) :

(i) The functor

TCL

A
® :D−(ModA)MND−(ModB)

is an equi�alence of triangulated categories.

(i«) The functor TCL

A
® preser�es bounded complexes, and induces an equi�alence

of triangulated categories

TCL

A
® :Db(ModA)MNDb(ModB).

(ii) T is a tilting complex.

(iii) There exist a complex Th `Db(Mod (ACBo)) and isomorphisms

Th CL

B
TFA `D(ModAe),

TCL

A
Th FB `D(ModBe).
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Proof. (i)3 (i«) : First note that the identity functor K−(ProjB)MND−(ModB)

is an equivalence, where ProjB is the additive category of projective B-modules.

Now use [13, Proposition 6.1].

(i«)3 (ii) : Let FBTCL

A
®. By [13, Propositions 6.2 and 6.3] we see that F restricts

to an equivalence Db(ModA)
perf

MNDb(ModB)
perf

. Since addA generates

Db(ModA)
perf

it follows that T¯FA generates Db(ModB)
perf

. Also F induces

isomorphisms

Hom
D(ModA)

(A,A[i])MN
D

Hom
D(ModB)

(T,T [i]),

so condition (ii) of Definition 1.4 holds.

(ii)3 (i) : Let

Th BRHom
B
(T,B) `D(Mod (ACB o)).

Since T `Db(ModB)
perf

it follows that Th is bounded. Let

Fh BTh CL

B
® :D−(ModB)MND−(ModA),

so Fh FRHom
B
(T,®). Now for any L `D−(Mod (BCAo)), M `D−(ModA) and

N `D(ModB) one has an isomorphism

RHom
B
(LCL

A
M,N )FRHom

A
(M,RHom

B
(L,N )),

as can be seen by taking L to be a complex of (BCAo)-projectives and M to be a

complex of A-projectives. Therefore Fh is a right adjoint to F, and condition (ii) of

Definition 1.4 says that 1
D

−
(ModA)

FFhF. Given any M `D−(ModB), let N be the cone

on FFhMMNM. Because FhFFhMFFhM we find that RHom
B
(T,N )F

FhN¯ 0. Now addT generates Db(ModB)
perf

and B `Db(ModB)
perf

. This implies

that N¯ 0 and hence FFh F 1
D

−
(ModB)

(cf. [13, Proposition 5.4]).

(iii)3 (i) : The associativity of ®CL® implies that FFh F 1
D

−
(ModB)

and

FhFF 1
D

−
(ModA)

.

(ii)3 (iii) : Since T is a tilting complex we have

AFRHom
B
(T,T )FTh CL

B
T `D(ModAe).

By the proof of (ii)3 (i) the functor Fh ¯Th CL

B
® is an equivalence; hence

by (i)3 (ii), Th is a tilting complex. Writing Thh BRHom
A
(Th,A), the

previous arguments show that Thh CL

A
Th FB `D(ModBe). However Thh F

Thh CL

A
Th CL

B
TFT, and this completes the circle of the proof. *

C 1.7. Let A,B,C be k-algebras and let T `Db(Mod (BCAo)) and

S `Db(Mod (CCB o)) be tilting complexes.

(1) T `Db(Mod (AoCB)) is a tilting complex, that is, the roles of the algebras A

and B in Definition 1.4 can be exchanged.

(2) Th `Db(Mod (ACB o)) from Theorem 1.6(iii) is a tilting complex, and it is

unique up to isomorphism.

(3) SCL

B
T `Db(Mod (CCAo)) is a tilting complex.
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(4) There are equi�alences of triangulated categories

TCL

A
® :Do(Mod (ACC o))MNDo(Mod (BCC o)),

®CL

B
T :Do(Mod (CCB o))MNDo(Mod (CCAo))

with o¯b,­,®,W.

Proof. (1), (2), (3). These are immediate consequences of Theorem 1.6(iii).

(4) Since T is perfect over Ao and over B the functors are defined on the

unbounded categories D, and preserve Do. By way-out reasons (cf. [6, Proposition

I.7.1(iv)]) they are equivalences. *

We call the complex Th above the in�erse of T.

The next theorem was shown to the author by V. Hinich.

T 1.8. Let B be a k-algebra, let T « `D−(ModB) be a complex and let

ABEnd
D(ModB)

(T «). Assume that Hom
D(ModB)

(T «,T «[i])¯ 0 for i! 0. Then there is a

complex T `D−(Mod (BCA)) such that TFT « in D(ModB), and the ring

homomorphism AMNEnd
D(ModB)

(T ) induced by the A-module structure of T is

bijecti�e.

Proof. We shall use ideas from homotopical algebra. Suppose that C is a

differential graded algebra over k, and denote by DGModC the category of

differential graded C-modules. According to [7, Section 3], DGMod C is a closed

model category in the sense of Quillen [12]. The weak equivalences in DGModC are

the quasi-isomorphisms. Let D(DGModC )¯Ho(DGModC ) be the homotopy

category, obtained by inverting the weak equivalences. It is a triangulated category.

If C is just a k-algebra (that is, C i ¯ 0 for i1 0) then DGModC¯C(ModC ) and

D(DGModC )¯D(ModC ).

According to [7, Theorem 3.3.1] (or [9, Theorem 8.2]), if C «MNC is a quasi-

isomorphism of differential graded algebras, then the functor D(DGModC )MN
D(DGModC «) obtained by restriction of scalars is an equivalence.

Given our complex T «, we may assume that it consists of projective B-modules.

Define A§BEnd
B
(T «), which is a differential graded algebra, and A¯H!A§. Let A«

be the truncation σ%
!
A§, that is,

A«B (…MNA§−"MNKer (A§!MNA§")MN 0MN…).

Since A«MNA§ is a differential graded algebra homomorphism, we have

T « `DGMod(BCA«). On the other hand A«MNA is a quasi-isomorphism, and

hence so is BCA«MNBCA. Consider the commutative diagram

D(Mod (B C A))          D(DGMod (B C A))

D(Mod B)          D(Mod B)

G

=

where all the arrows are restriction of scalars. Since G is an equivalence, we can find

a complex T `D(Mod (BCA)) such that GTFT « in D(DGMod (BCA«)). We may

assume (by truncation) that T `D−(Mod (BCA)), and then it has the desired

properties. *
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The following corollary is [14, Corollary 3.5]. Our proof is almost identical to

Keller’s in [8].

C 1.9 (Rickard). Let A and B be k-algebras, and let F :

Db(ModA)MNDb(ModB) be an equi�alence of triangulated categories. Then there

exists a tilting complex T `Db(Mod (BCAo)) with TFFA in D(Mod B).

Proof. According to [13, Propositions 6.1–6.3], F restricts to an equivalence

F :Db(ModA)
perf

MNDb(ModB)
perf

. Then T «BFA `D(ModB) is a perfect complex,

addT « generates Db(ModB)
perf

, End
D(ModB)

(T «)FAo and Hom
D(ModB)

(T «,T «[i])¯ 0

for i1 0. Now use Theorem 1.8. *

R 1.10. We did not assume that F is k-linear in the corollary. However

even when F is k-linear, it is not known whether the two functors F and TCL

A
® are

necessarily isomorphic. Rickard calls an equivalence of the form TCL

A
® standard

(see [13, Section 7] and [14, Definition 3.4]).

To finish off this section, consider a noetherian algebra A. Then Mod
f
A, the

category of finitely generated modules, is abelian, and the category D
f
(ModA) of

complexes with finitely generated cohomologies is triangulated.

P 1.11. If A and B are both noetherian and T `Db(Mod (BCAo)) is a

tilting complex then

TCL

A
® :Do

f
(ModA)MNDo

f
(ModB)

is an equi�alence of triangulated categories for o¯b,­,®,W. *

Proof. Since TCL

A
® is a way-out functor in both directions and

TCL

A
A¯T `Do

f
(ModB) the proposition follows from [6, Proposition I.7.3.]. *

R 1.12. Throughout the paper the base ring k is a field. It is easy to see

that everything in Sections 1–3 will remain valid if we let k be an arbitrary

commutative ring, as long as the k-algebras A,B,C are assumed to be projecti�e k-

modules. With a mild modification of the proofs we can even assume these algebras

are only flat k-modules.

For the general situation here is an approach suggested by V. Hinich and

B. Keller. Consider a differential graded k-algebra BCL

k
Ao¯Bh C

k
Ah o, where Ah , Bh are

K-flat differential graded k-algebras (for example, negatively graded and flat as k-

modules), and Ah MNA, Bh MNB are quasi-isomorphisms. The ‘derived category of

bimodules ’ should be D(DGMod (BCL

k
Ao)). It seems likely that all results in

Sections 1–3 would still hold if we take a tilting complex to be an object of

D(DGMod (BCL

k
Ao)), satisfying the appropriate conditions. However we did not

check this.

2. Some calculations of tilting complexes

In this section we show that derived Morita equivalence reduces to ordinary

Morita equivalence when one of the algebras is local or commutative.
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L 2.1. Let M `D−(Mod (BCAo)) and N `D−(Mod (ACC o)) for k-algebras

A,B,C. Then there is a con�ergent KuX nneth spectral sequence

Ep,q

#
¯ G

i+j=q

Hp(HiMCL

A
H jN )3H(MCL

A
N )

in Mod(BCC o). The filtration of each Hn(MCL

A
N ) is bounded. If i

!
&

sup ²i rHiM1 0´ and j
!
& sup ² j rH jN1 0´ then

Hi
!MC

A
H j

!NFHi
!
+j

!(MCL

A
N ).

Proof. We can assume that M is a complex of projective (BCAo)-modules with

M i ¯ 0 for i" i
!
, and similarly for N. Then the usual double complex calculation

applies (see [11, Theorem XII.12.2]). In particular Ep,q

#
¯ 0 unless p% 0 and

q% i
!
­j

!
. *

Here is a criterion for telling when we are in the classical Morita context.

P 2.2. The following conditions are equi�alent for a tilting complex

T `D(Mod (BCAo)) :

(i) TFP, where P `Mod (BCAo) is in�ertible (as in Theorem 1.2).

(ii) H!T is a projecti�e B-module and HpT¯ 0 for p1 0.

(iii) HpT¯HpTh ¯ 0 for p1 0, where Th is the in�erse of T.

Proof. (i)3 (ii) and (ii)3 (iii) are trivial. As for (iii)3 (i), the shape of the

Ku$ nneth spectral sequence shows that

H!TC
A
H!Th FH!(TCL

A
Th)FB

H!Th C
B
H!TFH!(Th CL

B
T )FA.

*

We call a ring A local if A}L is a simple artinian ring, where L is the Jacobson

radical of A. (Note that the common definition of local ring is that A}L is a division

ring.)

T 2.3. Let A and B be k-algebras, with A local, and let T `
D(Mod (BCAo)) be a tilting complex. Then TFP[n] for some in�ertible bimodule

P and integer n.

Proof. Let nB®max ²p rHpT1 0´ and mB®max ²p rHpTh 1 0´. Then by

Lemma 1.1, H−nT and H−mTh are finitely generated nonzero modules over Ao and

A respectively. Since Nakayama’s lemma holds for finitely generated A-modules, we

have H−nTC
A
H−mTh 1 0. On the other hand, by Lemma 2.1 we get

H−nTC
A
H−mTh FH−(n+m)(TCL

A
Th).

Since TCL

A
Th FB, we conclude that m­n¯ 0 and

H−nTC
A
H−mTh FH!(TCL

A
Th)FB.

Applying Lemma 2.1 again we see that

H−mTh C
B
H−nTFH!(Th CL

B
T )FA.
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Therefore by (ordinary) Morita equivalence it follows that H−nT and H−mTh are

invertible bimodules. Just as in the proof of [16, Lemma 3.11] we find that HiT¯ 0

for i1®n. Taking PBH−nT we have TFP[n]. *

Given a complex T `D(Mod (BCAo)) there are two ring homomorphisms

Z(B)MN
λ
T

End
D(Mod(BCA

o
))
(T )KL

ρ
T

Z(A) (1)

from the centres of B and A, namely left and right multiplication.

P 2.4. Suppose that T `Db(Mod (BCAo)) is a tilting complex. Then

the homomorphisms λ
T

and ρ
T

of (1) are both bijecti�e.

Proof. Applying the functor ®CL

A
Th we get

End
D(Mod(BCA

o
))
(T )FEnd

D(ModB
e
)
(B)FEnd

ModB
e (B)¯Z(B).

Since the first isomorphism sends λ
T

to λ
B

we conclude that λ
T

is bijective. Use the

functor Th CL

B
® for ρ

T
. *

We see that Z(A)FZ(B) as k-algebras (cf. also [13, Proposition 9.2]).

L 2.5. Suppose that A and B are k-algebras and T `Db(Mod (BCAo)) is a

tilting complex. Let CBZ(A)FZ(B) as in Proposition 2.4, and suppose that

Ch ¯CS−" is a localization of C with respect to some multiplicati�e set SZC. Define

Ah BCh C
C
A and Bh BCh C

C
B. Then

Th BBh C
B
TC

A
Ah `Db(Mod (Bh CAh o))

is a tilting complex, with in�erse Th h BAh C
A
Th C

B
Bh .

Proof. By Proposition 2.4 the cohomology bimodules HpT are all C-central

(even though T itself need not be C-central !). From the flatness of AMNAh and

BMNBh , and using the fact that Ch C
C
Ch FCh , we conclude that

HpTh FBh C
B
HpTC

A
Ah FCh C

C
HpT.

Hence Bh C
B
TMNTh and TC

A
Ah MNTh are isomorphisms in D(Mod (BCAo)).

The functor RHom
B
(®,B) gives rise to an isomorphism

End
D(Mod(BCA

o
))
(T )oFEnd

D(Mod(ACB
o
))
(Th)

which exchanges ρ and λ. Therefore the HpTh are also C-central, and as above

Ah C
A
Th FTh h FTh C

B
Ah . We see that

Th h CL

B
Th F (Ah C

A
Th C

B
Bh )CL

B
h (Bh C

B
TC

A
Ah )

FAh C
A
(Th CL

B
T )C

A
Ah FAh

and likewise Th CL

A
h Th h FBh . *

In Morita equivalence (that is, Theorem 1.2), if the ring A is commutative then the

isomorphism AFZ(B) makes the invertible bimodule P A-central. Since

BFEnd
A
(P) it is an Azumaya algebra over A. The next theorem says that in the

commutative case, derived Morita equivalence gives nothing new.
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T 2.6. Let A and B be k-algebras, with A commutati�e. If A and B are

deri�ed Morita equi�alent, then they are Morita equi�alent.

Proof. By Corollary 1.9 there exists a tilting complex T `Db(Mod (BCAo)). Let

Th be its inverse. Write A¯A
"
¬…¬A

m
with SpecA

i
connected. Let B

i
BA

i
C

A
B.

Then by Lemma 2.5, B
i
C

B
TC

A
A

i
is a tilting complex in Db(Mod (B

i
CAo

i
)). Thus

we may assume that SpecA is connected.

Pick a prime ideal J `SpecA, let AJ be the local ring, BJ BAJ C
A
B and

TJ BBJ C
B
TC

A
AJ. By Lemma 2.5 the complex TJ is a tilting complex in

Db(Mod (BJ CAo
J)), with inverse Th

J BBJ C
B
Th C

A
AJ. Define integers n(J) and

m(J) by n(J)B®max ²i rHiTJ 1 0´ and m(J)B®max ²i rHiTh
J 1 0´. As in the proof

of Theorem 2.3, H−n(J)TJ FAJ C
A
H−n(J)T is an invertible BJ-AJ-bimodule, HiTJ F

AJ C
A
HiT¯ 0 for i1®n(J), and m(J)­n(J)¯ 0.

Next consider prime ideals JZ K. The previous paragraph implies that

AJ C
A
HiT¯ 0 for i1®n(K), and hence n(K)¯ n(J). Because SpecA is connected we

conclude that n(J)¯ n is constant, and so HiT¯ 0 for i1®n. Likewise

m(J)¯m¯®n and HiTh ¯ 0 for i1®m. By Proposition 2.2 we see that the A-

central bimodule PBH−nT is invertible. *

Here is a corollary to Theorem 2.3.

C 2.7. Let A and B be k-algebras, and AFA
"
¬…¬A

m
with A

i
local.

If A and B are deri�ed Morita equi�alent, then they are Morita equi�alent.

Proof. Let CBZ(A), so C¯C
"
¬…¬C

m
. By Lemma 2.5 every B

i
BC

i
C

C
B is

derived Morita equivalent to A
i
. Now use Theorem 2.3. *

R 2.8. R. Rouquier and A. Zimmermann have independently obtained

similar results to our Theorems 2.3. and 2.6, but only in a special case: when A and

B are orders over a Dedekind domain k. They also considered the derived Picard

group, which they denoted by TrPic (A). See [17].

3. The deri�ed Picard group

Let us concentrate now on the case A¯B. Recall that the k-central

noncommutative Picard group of A is

Pic (A)¯Pic
k
(A)B

²invertible bimodules L `ModAe´
isomorphism

.

According to Corollary 1.7 the next definition makes sense.

D 3.1. Define the deri�ed Picard group of A (relative to k) to be

DPic (A)¯DPic
k
(A)B

²tilting complexes T `Db(ModAe)´
isomorphism

with identity element A, product (T
"
,T

#
)PNT

"
CL

A
T
#

and inverse TPNTh.

The group DPic (A) contains a copy of : in its centre, as nPNA[n]. DPic (A) also

contains a subgroup isomorphic to Pic (A), which is characterized in Proposition 2.2.

Note that both Pic (A) and DPic (A) depend on k.

Amnon Yekutieli


Amnon Yekutieli
and such that Spec A has finitely many connected components (e.g. A is noetherian). 

Amnon Yekutieli


Amnon Yekutieli


Amnon Yekutieli
The proof implicitly assumes that A is noetherian, so that we can go up and down in prime ideals. 

A correct proof (without a noetherian assumption) is in Thm 1.9 or our later paper "Derived Equivalences Between Associative Deformations". 
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R 3.2. If A is commutative we denote by Pic
A
(A) the usual commutative

Picard group, namely the isomorphism classes of central projective modules of rank

1. It is a subgroup of Pic (A) (cf. Proposition 3.5).

Let us now state some facts about invertible bimodules (which are probably well

known, but we found no references). Denote by Aut (A) the group of k-algebra

automorphisms of A. For σ `Aut (A) let Aσ be the bimodule which is free over A and

Ao with basis e, and e[a¯σ(a)[e, a `A.

L 3.3. (1) σ*Aσ is a group homomorphism Aut (A)MNPic (A) with kernel

the subgroup Inn (A) of inner automorphisms.

(2) Suppose that L is an in�ertible A-bimodule which is free of rank 1 as left module.

Then LFAσ as bimodules for some σ `Aut (A).

(3) If A is local then any in�ertible bimodule L is free of rank 1 o�er A.

Proof. (1) A bimodule isomorphism Aτ MND Aσ sends the basis e of Aτ to u[e `Aσ,

where u is a unit of A, and conjugation by u is τσ−".

(2) Choose an A-basis e of L. Then φPNφ(e) is a bijection End
A
(L)MND L. Since

right multiplication induces an isomorphism AoMND End
A
(L) this shows that e is also

a basis of L as Ao-module. Conjugation by e is σ.

(3) By Nakayama’s lemma it is enough to prove that WBKC
A
L is free of rank 1

over KBA}L. First one checks that WFKC
A
LC

A
KFLC

A
K as K e-modules.

Hence W is an invertible bimodule over K. Since KFM
n
(D) for a division algebra D,

by Morita equivalence WFM
n
(V ) as K e-modules, where V is an invertible bimodule

over D. It remains to prove that the free D-module V has rank 1. If VFDl as left

modules, then DFVh C
D
VF (Vh)l, so l¯ 1. *

The next propositions analyse DPic (A) in the semilocal and in the commutative

cases.

P 3.4. Suppose that AFA
"
¬…¬A

m
where e�ery A

i
is a local k-

algebra. Then

DPic
k
(A)F:m¬Pic

k
(A)

Pic
k
(A)FOut

k
(A).

Proof. This is an immediate consequence of Corollary 2.7, Theorem 2.3 and

Lemma 3.3. *

P 3.5. Suppose that A is a commutati�e ring. Then

DPic
k
(A)F:m¬Pic

k
(A)

Pic
k
(A)FAut

k
(A)mPic

A
(A),

where m is the number of connected components of SpecA.

Proof. Let AFA
"
¬…¬A

m
be the decomposition of A according to the

connected components of SpecA. Given a tilting complex T `Db(ModAe), Theorem

Amnon Yekutieli


Amnon Yekutieli
such that Spec A has finitely many connected components (e.g. A is noetherian).
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2.6 says that TFPC
A
S, where P is an invertible bimodule and S¯

A
"
[n

"
]¬…¬A

m
[n

m
] with n

i
`:. Thus DPic

k
(A)F:m¬Pic

k
(A). Next let σ `

Aut (A) be the automorphism determined by P (cf. Proposition 2.4). Then

LBPC
A
Aσ−"

is a central invertible bimodule over A. *

Assume that A is noetherian. Let K
!
(A)¯K

!
(Mod

f
A) be the Grothendieck group

of A. For any M `Mod
f
A let [M ] be its class in K

!
(A). Then MPN [M ]

B3 (®1)p [HpM ] is a well-defined function Db

f
(ModA)MNK

!
(A). Since DPic (A)

acts on Db

f
(ModA) by auto-equivalences it acts also on K

!
(A). Let s `DPic (A)

be the class of A[1], which acts on Db

f
(ModA) by a shift in degree.

P 3.6. There is a canonical group homomorphism

χ
!
:DPic (A)MNAut:(K

!
(A))

with χ
!
(s)¯®1.

Actually there are two more objects one can associate to A which are related to

the representation χ
!
.

The first is the noncommutative Grothendieck ring K!(A)¯K!
k
(A), which is a

rather obvious generalization of the commutative K!(A). Let X be the set of

isomorphism classes of Ae-modules T which are finitely generated projective on both

sides. Define F to be the free abelian group with basis X. As abelian group, K!(A) is

the quotient of F by the subgroup generated by the elements [T
!
]®[T

"
]­[T

#
], for every

short exact sequence 0MNT
!
MNT

"
MNT

#
MN 0 in ModAe with T

i
`X.

Multiplication is [T
"
][[T

#
]B [T

"
C

A
T
#
], and 1 is [A]. The Grothendieck group K

!
(A) is a

left module over K!(A), by [T ][[M ]B [TC
A
M ] for M `ModA, and there is a group

homomorphism Pic (A)MNK!(A)×.

All the above works for complexes too. Take X to be the set of isomorphism

classes of complexes T `Db(ModAe) which are perfect on both sides. Define F as

before, and let DK!(A)¯DK!
k
(A) be the quotient of F by the subgroup generated by

the elements [T
!
]®[T

"
]­[T

#
], for every triangle T

!
MNT

"
MNT

#
MN+" in Db(ModAe)

with T
i
`X. Multiplication is [T

"
][[T

#
]B [T

"
CL

A
T
#
]. The Grothendieck group K

!
(A)

is a left module over DK!(A), by [T ][[M ]B [TCL

A
M ] for M `Db

f
(ModA). There

is a ring homomorphism K!(A)MNDK!(A), and a group homomorphism

DPic (A)MNDK!(A)×. To summarize, we have the following.

P 3.7. DK!(A) is a ring and K
!
(A) is a left DK!(A)-module. There is

a group homomorphism χ! :DPic (A)MNDK!(A)× with χ!(s)¯®1, and χ
!

factors

through χ!.

R 3.8. We did not analyse the dependence of various objects, such as the

group DPic (A), on the base field k.

4. Classification of dualizing complexes

In this section we assume that A is a (left and right) noetherian k-algebra.

Dualizing complexes over commutative rings were introduced in [6]. The non-

commutative version below first appeared in [16] (where connected graded algebras

were considered).
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D 4.1. A complex R `Db(ModAe) is called dualizing if

(i) R has finite injective dimension over A and over Ao ;

(ii) R has finitely generated cohomology modules over A and over Ao ;

(iii) then canonical morphisms AMNRHom
A
(R,R) and AMNRHom

A
o(R,R)

in Db(ModAe) are isomorphisms.

Condition (i) is equivalent to having an isomorphism RF I `Db(ModAe), where

I is a bounded complex and each I q is injective over A and over Ao. Note that this

definition is left–right symmetric (that is, remains equivalent after exchanging A

and Ao).

Given a dualizing complex R the associated duality functors are

DBRHom
A
(®,R) :D(ModA)oMND(ModAo)

DoBRHom
A
o(®,R) :D(ModAo)oMND(ModA).

For a k-algebra B let D
(f, )

(Mod (ACB)) denote the full subcategory of

D(Mod (ACB)) whose objects are the complexes M such that for all q, H qM

is a finitely generated A-module. Likewise define D
( ,f)

(Mod (ACB)) and

D
(f,f)

(Mod (ACB)). Thus Definition 4.1(ii) says that R `D
(f,f)

(ModAe).

P 4.2. Let R `Db(ModAe) be a dualizing complex, and let B be any k-

algebra.

(1) For any M `D
(f, )

(Mod (ACB o)) one has DM `D
( ,f)

(Mod (BCAo)), and there

is a functorial isomorphism MFDoDM. Therefore D and Do determine an equi�alence

D
(f, )

(Mod (ACB o))oKND
( ,f)

(Mod (BCAo)).

(2) Let M `D−

(f, )
(Mod (ACB o)) and N `D

(f, )
(Mod (ACBo)). Then there is a

bifunctorial isomorphism

RHom
A
(M,N )FRHom

A
o (DN,DM )

in D(ModB).

Proof. (1) This is slightly stronger than [16, Lemma 3.5]. By adjunction we get

a functorial morphism MMNDoDM in D(Mod (ACB)). Now we can forget B. Since

the functors D and DoD are way-out in both directions, DA¯R `D
f
(ModAo) and

DoDAFA, the claim follows from [6, Propositions I.7.1 and I.7.3] and their opposite

forms.

(2) We can assume that M is a bounded-above complex of projective (ACB o)-

modules and R is a bounded-below complex of injective Ae-modules. Since

Hom
A
(M,R) is a bounded-below complex of injective Ao-modules, we get a morphism

RHom
A
(M,N )¯Hom

A
(M,N )MN

Hom
A
o (Hom

A
(N,R),Hom

A
(M,R))¯RHom

A
o (DN,DM )

in D(ModB), which is functorial in M,N. In order to prove it is an isomorphism we

can forget B. Applying Hq we get a homomorphism Hom
D(ModA)

(M,N[q])MN
Hom

D(ModA
o
)
(D(N[q]),DM ), which by part (1) is bijective. *

E 4.3. If A is a Gorenstein algebra, that is, the bimodule A has finite

injective dimension over A and over Ao, then R¯A is a dualizing complex.
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R 4.4. One can weaken the noetherian assumption. If A is a coherent ring

then the category of coherent (that is, finitely presented) A-modules is abelian, so we

can work with Db

c
(ModA) and so on. Perhaps a reasonable theory can be developed

for any algebra A if one works with Illusie’s pseudo-coherent complexes (cf. [4,

Expose! e I]).

Let D−(ModA)
fpd

(respectively D−(ModA)
fTd

, D+(ModA)
fid

) be the category of

complexes with finite projective (respectively Tor, injective) dimension. Since A is

noetherian, we have

Db

f
(ModA)

fTd
¯Db

f
(ModA)

fpd
¯Db(ModA)

perf
ZDb(ModA).

T 4.5. (1) Suppose that R
"

is a dualizing complex and T is a tilting

complex. Then R
#
BR

"
CL

A
T is dualizing, and TFRHom

A
(R

"
,R

#
).

(2) Con�ersely, suppose that R
"

and R
#

are dualizing complexes. Then

TBRHom
A
(R

"
,R

#
) is a tilting complex T, and R

#
FR

"
CL

A
T.

(3) Let R be a dualizing complex. Then the associated duality functors D and Do

induce an equi�alence

Db

f
(ModA)o

fpd
KNDb

f
(ModAo)

fid
.

Proof. (1) Clearly R
#
is bounded. Next let us prove that each HnR

#
is a finitely

generated module over A. Consider the Ku$ nneth spectral sequence

Epq

#
¯ G

i+j=q

Hp(HiR
"
CL

A
H jT )3H(R

"
CL

A
T )¯HR

#
.

Using a resolution of H jT by finitely generated flat A-modules one easily sees that

Hp(HiR
"
CL

A
H jT ) is finitely generated over A. Since the filtration on HnR

#
is

bounded it follows that this too is a finitely generated A-module. Finiteness over Ao

is proved similarly.

Given M `Db(ModA) there is a natural isomorphism

RHom
A
(M,R

"
CL

A
T )FRHom

A
(M,R

"
)CL

A
T.

If M `Db(ModAe) there is also a natural isomorphism

RHom
A
(M,R

"
CL

A
T )FRHom

A
(MCL

A
Th,R

"
)

where Th BRHom
A
(T,A). Therefore R

#
has finite injective dimension over

A, AFRHom
A
(R

#
,R

#
) and TFRHom

A
(R

"
,R

#
). There is also a natural iso-

morphism
RHom

A
o (N,R

"
CL

A
T )FRHom

A
o (NCL

A
Th,R

"
)

for N `Db(ModAo), so R
#

has finite injective dimension over Ao and AF
RHom

A
o (R

#
,R

#
).

(2) By the proof of [16, Theorem 3.9], T is a tilting complex, and by [16, Lemma

3.10], R
#
FR

"
CL

A
T.

(3) Just like [6, Proposition IV.2.6]. *

The theorem says that (R,T )PNRCL

A
T is a right action of DPic (A) on the set

of isomorphism classes of dualizing complexes. By symmetry there is a left action

(T,R)PNTCL

A
R. As a corollary we get the classification of isomorphism classes

of dualizing complexes.
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C 4.6. If the set

²dualizing complexes R `Db(ModAe)´
isomorphism

is nonempty, then the left and right actions of the group DPic (A) on it are transiti�e with

tri�ial stabilizers.

P 4.7. In Propositions 3.5 and 3.4 we have seen that when A is

commutative or local, the group DPic (A) consists of familiar ingredients – Pic
A
(A),

Aut (A) and the trivial copy of : (cf. also Section 6). On the other hand DPic (A)

classifies the isomorphism classes of dualizing complexes. Now it is known in

commutative algebraic geometry that dualizing complexes are in close relation to

localization. For instance, a ring with a dualizing complex is catenary; a dualizing

complex can be represented by a residual complex, which is a sum of local

cohomology modules (see [6]). This leads us to ask whether some obstructions to

localization can be found in DPic (A) when A is noncommutative? More specifically,

is there a relation between the group structure of DPic (A) and the link graph of

maximal ideals in SpecA?

5. Rigid dualizing complexes

In this section we use the action of the group DPic (A) on the set of isomorphism

classes of dualizing complexes to study certain properties of dualizing complexes. In

particular we shall be interested in rigid dualizing complexes, which were recently

introduced by M. Van den Bergh. As in Section 4, A is a noetherian k-algebra.

First we need some notational conventions on modules with multiple actions. For

an element a `A we denote by ao `Ao the same element. Thus for a
"
, a

#
`A,

ao

"
[ao

#
¯ (a

#
[a

"
)o `Ao. With this notation if M is a right A-module then the left Ao

action is ao[m¯m[a, m `M. The algebra Ae has an involution AeMN (Ae)o,

a
"
C ao

#
PN a

#
C ao

"
which allows us to regard every left Ae-module M as a right

Ae-module in a consistent way:

(a
"
C ao

#
)[m¯ (a

#
C ao

"
)o[m¯m[(a

#
C ao

"
)¯ a

"
[m[a

#
.

Given an (ACB o)-module M and a (BCAo)-module N we define a mixed action

of AeCB e on the tensor product MCN as follows. Ae acts on MCN by the

outside action

(a
"
C ao

#
)[(mC n)B (a

"
[m)C (n[a

#
),

whereas B e acts on MCN by the inside action

(b
"
C bo

#
)[(mC n)B (m[b

#
)C (b

"
[n).

By default we regard the outside action as a left action and the inside action as a right

action. If A¯B and M¯N then the two actions by Ae on MCM are interchanged

via the involution m
"
Cm

#
PNm

#
Cm

"
. However for the sake of definiteness in

this case, given an Ae-module L, Hom
A
e (L,MCM ) shall refer to homomorphisms

LMNMCM which are Ae-linear with respect to the outside action.

The next definition is due to Van den Bergh [15].
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D 5.1. A rigid dualizing complex over A is a pair (R, ρ) where R is a

dualizing complex and

ρ :RMN
D

RHom
A
e (A,RCR)

is an isomorphism in D(Mod (Ae)).

Van den Bergh proved that any two rigid dualizing complexes are isomorphic. We

improve on this slightly in the following.

T 5.2. Suppose that (R
"
, ρ

"
) and (R

#
, ρ

#
) are two rigid dualizing complexes.

Then there is a unique isomorphism φ :R
"
MND R

#
in D(Mod (Ae)) making the

diagram

commute.

First we need the following lemma.

L 5.3. Let R be a dualizing complex. Then the two ring homomorphisms

λ
R
, ρ

R
:Z(A)MNEnd

D(ModA
e
)
(R), namely left and right multiplication, are bijecti�e.

Proof. The proof is similar to Proposition 2.4. Define functors

DBRHom
A
(®,R) and DoBRHom

A
o(®,R). Since AFDoDAFDoR in

D(ModAe) it follows (by applying Do) that

Hom
D(ModA

e
)
(R,R)FHom

D(ModA
e
)
(A,A)o.

This sends the left action λ
R

of Z(A) on R to the right action ρ
A

of Z(A) on A.

However
End

D(ModA
e
)
(A)¯End

ModA
e (A)¯Z(A)

(via λ
A
¯ ρ

A
). Hence λ

R
is bijective. Do the same for ρ

R
. *

Proof of Theorem 5.2. Suppose we are given some isomorphism φ« :R
"
MN

D
R

#
.

Let ψ `Aut (R
#
) satisfy

(φ«Cφ«) ρ
"
¯ ρ

#
ψφ«,

and define φBψ−"φ«. By Lemma 5.3 there are elements a, b `Z(A)× such that

ψ−"¯ aC 1¯ 1C bo `End
D(ModA

e
)
(R

#
).

Hence φ¯ (aC 1)φ«¯ (1C bo)φ«. Because ρ
#

and ψ are Ae-linear we get

(φCφ) ρ
"
¯ (aC bo) (φ«Cφ«) ρ

"

¯ (aC bo) ρ
#
ψφ«

¯ ρ
#
(aC bo)ψφ«

¯ ρ
#
((aC 1)ψ) (1C bo)φ«

¯ ρ
#
φ.
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In other words diagram (2) is commutative. If φ§ also makes (2) commutative, then

writing φ§¯ (cC 1)φ with c `Z(A)×, the same computation shows that c¯ 1.

It remains to produce φ«. Consider the complexes TBRHom
A
(R

"
,R

#
) and

T oBRHom
A
o(R

"
,R

#
). Then by Theorem 4.5

R
#
FT oCL

A
R

"
FR

"
CL

A
T.

Now using ρ
"

and ρ
#

we obtain isomorphisms in D(Mod (Ae)) :

R
#
FRHom

A
e (A,R

#
CR

#
)

FRHom
A
e (A, (R

"
CL

A
T )C (T oCL

A
R

"
))

FRHom
A
e (A,R

"
CR

"
)CL

A
e (TCT o)

FR
"
CL

A
e (TCT o)

FT oCL

A
R

"
CL

A
T

FR
#
CL

A
T

so again by Theorem 4.5, TFA. *

Usually we will leave the isomorphism ρ implicit, and just speak of a rigid

dualizing complex R.

L 5.4. Suppose that A is commutati�e, integral of dimension n and smooth

o�er k. Then Ωn

A/k
[n] is a rigid dualizing complex.

Proof. There is a natural isomorphism Ωn

A/k
CΩn

A/k
FΩ#n

A
e
/k

by wedge product.

By [6, Proposition III.8.4] we get a natural isomorphism

ρ :Ωn

A/k
[n]MN

D
RHom

A
e (A,Ω#n

A
e
/k
[2n]).

*

R 5.5. Observe that this ρ is actually the fundamental class of the diagonal

X:NX¬X, X¯SpecA. Locally there are generators a
"
, … , a

n
for Ker (AeMNA),

and then ρ is given by the generalized fraction

9da
"
g…gda

n

a
"
…a

n

: .
R 5.6. J. Lipman (in unpublished notes) studied the canonical iso-

morphism

f !/
Y

FRHom
X×YX

(/
X
, f !/

Y
) f !/

Y
) (3)

where f :XMNY is a flat morphism of schemes, in connection with the relative

fundamental class of f. When Y is a Gorenstein scheme, 2B f !/
Y

is a dualizing

complex on X. This generalizes Lemma 5.4.

A ring homomorphism AMNB is called finite if B is a finitely generated left and

right A-module.

P 5.7. Suppose that A is finite o�er its centre and finitely generated as

k-algebra. Then A has a rigid dualizing complex.
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Proof. Choose a finite centralizing homomorphism CMNA, with C¯
k[t

"
,… , t

n
] a commutative polynomial algebra. Let R

C
BΩn

C/k
[n], with ρ

C
as in

Lemma 5.4. Define R
A
BRHom

C
(A,R

C
), which by [16, Proposition 5.2] is a dualizing

complex over A. One has

R
A
CR

A
¯RHom

C
(A,R

C
)CRHom

C
(A,R

C
)

¯RHom
C

e (Ae,R
C
CR

C
).

Next using ρ
C

we obtain an isomorphism

RHom
A
e (A,R

A
CR

A
)FRHom

A
e (A, RHom

C
e (Ae,R

C
CR

C
))

FRHom
C

e (A,R
C
CR

C
)

FRHom
C
(A, RHom

C
e (C,R

C
CR

C
))

FRHom
C
(A,R

C
)

FR
A

which we label ρ
A
. *

P 5.8. Let AMNB be a finite homomorphism of k-algebras, and

suppose that (R
A
, ρ

A
) and (R

B
, ρ

B
) are rigid dualizing complexes. Assume that for some

commutati�e finitely generated k-algebra C there exists a homomorphism CMNA,

which makes A and B finite C-algebras. Then there is a canonical morphism

Tr
B/A

:R
B
MNR

A
in D(Mod (Ae)).

Proof. Choose such a homomorphism CMNA, and pick a rigid dualizing

complex (R
C
, ρ

C
). By Proposition 5.7 and Theorem 5.2 there are unique isomorphisms

R
A
FRHom

C
(A,R

C
) and R

B
FRHom

C
(B,R

C
). We obtain Tr

B/A
by applying

RHom
C
(®,R

C
) to the morphism AMNB in D(ModAe). This is independent of C

by Theorem 5.2. *

R 5.9. These results are interesting even for A commutative. For instance,

if A,B are integral of dimension n and smooth over k, and if AMNB is a finite

homomorphism, then we obtain Tr
B/A

:Ωn

B/k
[n]MNΩn

A/k
[n]. This trace coincides with

the trace of [6]. If AMNB is also e! tale then Ωn

B/k
FBC

A
Ωn

A/k
, and Tr

B/A
is induced

from BMNEnd
A
(B)MNTr A.

Derived equivalent algebras have ‘the same’ dualizing complexes, as shown by the

following.

P 5.10. Let A and B be noetherian k-algebras, R `D(ModAe) be a

dualizing complex, and T `D(Mod (BCAo)) be a tilting complex. Then

RT BTCL

A
RCL

A
Th `D(ModB e)

is a dualizing complex. If in addition (R, ρ) is a rigid dualizing complex, then (RT, ρT )

is rigid, where ρT is induced naturally by ρ.

Proof. Since for any M `Db(ModB) we have

RHom
B
(M,RT)FRHom

A
(Th CL

B
M,R)CL

A
Th

and so on, it follows that RT is dualizing.
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In the rigid situation, first note that RT F (TCTh)CL

A
e R, and TCTh `

D(Mod (BeC (Ae)o)) is a tilting complex. Using the isomorphism ρ we obtain

RHom
B
e (B,RT CRT )FRHom

B
e (B, (TCL

A
R)C (RCL

A
Th))CL

A
e (T

h CT )

FRHom
B
e (B, (TCTh)CL

A
e (RCR))CL

A
e (T

h CT )

FRHom
A
e (A,RCR)CL

A
e (T

h CT)

FRCL

A
e (T

h CT )

FRT.

This determines ρT. *

The next proposition generalizes [15, Proposition 8.4], which gives a formula for

the rigid dualizing complex R when A is a Gorenstein algebra and RFL[n] for an

invertible bimodule L.

P 5.11. Suppose that A is a Gorenstein algebra and R is a rigid

dualizing complex. Then R is a tilting complex and

Rh ¯RHom
A
(R,A)FRHom

A
e (A,Ae) `D(ModAe).

Proof. R is tilting by Theorem 4.5. Then it is a straightforward calculation:

RFRHom
A
e (A,RCR)

FRHom
A
e (A,Ae)CL

A
e (RCR)

FRCL

A
RHom

A
e (A,Ae)CL

A
R

so applying Rh CL

A
e® and then ®CL

A
e R

h we get what we want. *

6. Finite k-algebras

In this section A is a finite k-algebra. We write M*¯DMBHom
k
(M,k) for an

A-module M. The bimodule A* is then injective on both sides, and M*F
Hom

A
(M,A*) for any M `D(ModA).

P 6.1. (1) A* is a rigid dualizing complex o�er A.

(2) T `Db(ModAe) is a tilting complex if and only if T* is a dualizing complex.

(3) A is a Gorenstein algebra if and only if A* is a tilting complex. In this case,

A*CL

A
MFRHom

A
(M,A)*

for any M `D−

f
(ModA).

Proof. (1) By the proof of Proposition 5.7.

(2) Use the duality D (cf. Proposition 4.2).

(3) Since A is a Gorenstein algebra if and only if R¯A is a dualizing complex,

this is a consequence of part (2). Using a projective resolution of M we get a functorial

morphism

A*CL

A
MMNHom

A
o (RHom

A
(M,A),A*).

By way-out arguments it suffices to check that this is an isomorphism for M¯A,

which is clear. *
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R 6.2. When the dualizing complex R is a single bimodule in degree 0, it

is called a cotilting module in the literature. The name is justified by Proposition

6.1(2) (and cf. Theorem 4.5).

R 6.3. The derived functor A*CL

A
® is discussed in [5] and in [14, Section

5]. If A is a hereditary algebra then by Proposition 6.1(3) we have

H−"(A*CL

A
M )FExt"

A
(M,A)*FDTrM

for every M `Mod
f
A. Here DTr is the ‘dual of the transpose’ functor of [1, Chapter

IV], which induces the translation function in the Auslander–Reiten qui�er of A.

Now assume that A has finite global dimension. Let S
"
,… ,S

n
be a complete set

of nonisomorphic simple A-modules, and let P
"
,… ,P

n
(respectively I

"
,… , I

n
) be the

corresponding indecomposable projective (respectively injective) modules. Then the

Grothendieck group K
!
(A)¯K

!
(Mod

f
A) is a free :-module with basis either of the

sets ²[S
i
]´n

i="
, ²[P

i
]´ or ²[I

i
]´. The Coxeter transformation c `Aut (K

!
(A)) is defined by

c([P
i
])B®[I

i
] (see [1, Section VIII.2]).

In Proposition 3.6 we defined the representation χ
!
:DPic (A)MNAut (K

!
(A)).

Denote by t the class of A* in DPic (A).

P 6.4. χ
!
(t)¯®c.

Proof. This follows from Proposition 6.1(3) and [1, Proposition VII.2.2(a)]. *

For the remainder of the section we shall examine the algebra

A¯ 9k0
k

k: .
(This was suggested by T. Stafford.) Observe that A is the smallest k-algebra which

is neither commutative nor local, so Propositions 3.5 and 3.4 do not apply. In the

classification by Dynkin quivers (diagrams), the algebra A corresponds to the quiver

∆¯A
#
¯ (E MN E). That is, AFk∆, the path algebra of ∆.

Let P
"
,P

#
(respectively S

"
,S

#
) be the projective (respectively simple) A-modules

P
"
¯S

"
B 9k0: ; P

#
B 9kk: ; S

#
B 90k: ,

so that A¯P
"
GP

#
as A-modules.

P 6.5. (1) Pic (A)¯ 1.

(2) There are isomorphisms in D(ModA) :

A*CL

A
S
"
FP

#

A*CL

A
P
#
FS

#

A*CL

A
S
#
FS

"
[1].

(3) There is an isomorphism in D(ModAe) :

A*CL

A
A*CL

A
A*FA[1].



    743

Proof. (1) First note that the indecomposable projective modules P
"
and P

#
have

different lengths. Hence if L is an invertible bimodule we must have LC
A
P
"
FP

"
and

LC
A
P
#
FP

#
. Therefore LFA as A-modules. According to Lemma 3.3(2) we get

LFAσ as bimodules, for some σ `Aut (A). However one sees that any such σ is

conjugation by a matrix

9a0
b

1: ,
so Aσ FA as bimodules and Pic (A)FOut (A)¯ 1.

(2) A straightforward calculation using the isomorphism of Ae-modules

A*F 9kk
0

k:¯ 9kk
k

k:59
0

0

k

0:
induced by the trace pairing on

M
#
(k)¯ 9kk

k

k: .
(3) By part (2) we obtain this isomorphism in D(ModA). Now apply Proposition

2.2, Lemma 3.3 and part (1) above. *

As before denote by s the class of A[1] in DPic (A). The action of s on D(ModA)

is by a shift in degree, and the subgroup ©sª is then isomorphic to :. Proposition

6.5(3) gives the following remarkable fact.

C 6.6. t$¯ s.

In terms of the representation χ
!

and the basis ²[S
"
], [S

#
]´ of K

!
(A) we get

χ
!
(s)¯ 9®1

0

0

®1: , χ
!
(t)¯ 9 1

®1

1

0: .

R 6.7. These results were extended by E. Kreines to upper triangular n¬n

matrix rings, n& 2 (see the appendix). In particular she showed that tn+"¯ sn−". This

is in agreement with the fact that the order of the Coxeter transformation c is n­1

(cf. [1, p. 289]).

P 6.8. Let A be an indecomposable, elementary, hereditary k-algebra of

finite representation type. What is the structure of the group DPic (A)? (This problem

is solved in an upcoming paper by J. Miyachi and the author.) Is it true that

DPic (A)F: with generator t? What is the structure of the rings K!(A) and DK!(A)?

How do DPic (A) and DK!(A) fit in with other invariants of A?
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Appendix A. The algebra of n¬n upper triangular matrices (by Elena Kreines)

Let us consider the upper triangular n¬n matrix algebra A over a field k, where

n& 2. Let A*BHom
k
(A,k), which is known to be a tilting complex, and define the

functor F :D(ModA)MND(ModA), FMBA*CL

A
M.

T A.1. There is an isomorphism

Fn+"A¯A*CL

A
…CL

A
A*CL

A
AFA[n®1]

knnlnnm
n+"

in D(ModA).

The proof of the theorem appears at the end of the appendix.

C A.2. We get an isomorphism

A*CL

A
…CL

A
A*FA[n®1]

knnlnnm
n+"

in D(ModAe). Hence tn+"¯ sn−" in DPic (A).

Proof. By [2], Aut (A)¯ Inn (A), and thus we can use the proof of Proposition

6.5(3). *

Let M
n
(k) denote the full matrix algebra, and let LZA be the ideal of strictly

upper triangular matrices. Then the trace pairing on M
n
(k) identifies A*FM

n
(k)}L

as A-bimodules.

For 1% i% j% n let I i

j
be the A-module represented as a column

I i

j
B

A

B

]
k

0

]
0

k

0

]
0

C

D

KL i

KL j

The left action of A on I i

j
is as follows. For i¯ 1 this is the usual matrix

multiplication, and for i" 1 we have I i

j
F I "

j
}I "

i−"
.

We see that P
j
B I "

j
is a projective module, and A¯Gn

j="
P
j
. Also I

i
B I i

n
is an

injective module, and A*¯Gn

i="
I
i
. The module S

i
B I i

i
is simple.

For the proof of the theorem we need two lemmas.

L A.3. For i¯ 1,… , n we ha�e FP
i
F I i

n
.
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Proof. Since the module P
i

is projective we have A*CL

A
P
i
¯A*C

A
P
i
. By

tensoring the short exact sequence

0MN G
j=",

…,n
j1i

P
j
MNAMNP

i
MN 0

with the module A*, and noting that A*[P
j
¯ I j

n
ZA* (where we view P

j
ZA as a left

ideal), we obtain

FP
i
¯A*C

A
P
i
F

A*

A*[(G
j1i

P
j
)
¯

A*

G
j1i

I j

n

F I i

n
.

*

L A.4. If i" 1 then FI i

j
F I i−"

j−"
[1].

Proof. The module I i

j
is not projective. A projective resolution for this module

is the short exact sequence

0MNP
i−"

MNP
j
MN I i

j
MN 0.

By tensoring this sequence with the module A* and using Lemma A.3 we obtain the

exact sequence

I i−"
n

MN
φ

I j

n
MNA*C

A
I i

j
MN 0.

Let us denote by M
"
ZA the set of matrices whose only nonzero entries are in the

first row. It is easy to see that M
"
[I i

j
¯ 0 (since i" 1) and that A*[M

"
¯A*. This

implies that Coker (φ)¯A*C
A
I i

j
¯ 0. Since Ker (φ) is a submodule of I i−"

n
of length

j®i­1 we must have Ker (φ)¯ I i−"
j−"

. *

Proof of Theorem A.1. By the two lemmas

F #P
i

FP
i

F iP
i

Fn+"P
i

]
F
F

F
]

F

I i−"
n−"

[1]

I i

n

I "
n+"−i

[i®1]

P
i
[n®1].

¯P
n+"−i

[i®1]

However A¯Gn

i="
P
i
as A-modules, and hence Fn+"AFA[n®1] as claimed. *
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