
Probability

Solutions to Mock Exam

Question 1.

• P[B|A] = P[B ∩ A]/P[A]. So we need to calculate P[B ∩ A]. The inclusion-exclusion

principle gives that

P[A ∪B] = P[A] + P[B]− P[B ∩A],

so P[B ∩A] = 1
2 + 1

3 −
3
4 = 1

12 . Thus, P[B|A] = (1/12)/(1/2) = 1/6.

• Let X = A ∪B and Y = A ∪ C. So

P[A∪B∪C] = P[X ∪Y ] = P[X] +P[Y ]−P[X ∩Y ] = P[A∪B] +P[A∪C]−P[(A∪B)∩ (A∪C)].

Or

P[(A ∪B) ∩ (A ∪ C)] =
1

3
+

1

4
− 1

2
=

1

12
.

Note that for any set S we have that

Ac ∩ (A ∪ S) = (Ac ∩A) ∪ (Ac ∩ S) = Ac ∩ S,

so

(A ∪B) ∩ (A ∪ C) = [(A ∪B) ∩ (A ∪ C) ∩A]
⊎

[(A ∪B) ∩ (A ∪ C) ∩Ac]

= A
⊎

[(Ac ∩B) ∩ (Ac ∩ C)] = A
⊎

(Ac ∩B ∩ C).

Thus,

1

12
= P[(A ∪B) ∩ (A ∪ C)] = P[A] + P[C ∩B ∩Ac] =

1

12
+ P[C ∩B ∩Ac].

So P[C ∩B ∩Ac] = 0.

• First note that since B ⊂ A ∪B we have that

P[A ∪B]− P[B] = P[(A ∪B) \B] = P[A ∩Bc].

Next, we have that A,B are independent if and only if A,Bc are independent; indeed,

since A = (A ∩Bc) ] (A ∩B),

P[A]− P[A ∩Bc] = P[A ∩B].

So P[A ∩Bc] = P[A]P[Bc] if and only if P[A ∩B] = P[A]P[B].
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Finally, we conclude that A,B are independent, if and only if A,Bc are independent,

which is if and only if P[A ∪ B]− P[B] = P[A]P[Bc], which is if and only if P[A ∪ B] =

P[A]P[Bc] + P[B].

ut

Question 2.

• We use the formula from class for absolutely continuous random variables:

E[Z] =

∫ ∞
0

(P[Z > t]− P[Z ≤ −t])dt.

Since Z is continuous, and symmetric we get that

P[Z ≤ −t] = P[Z < −t] = P[−Z > t] = 1− F−Z(t) = 1− FZ(t).

So,

E[Z] =

∫ ∞
0

(1− FZ(t)− (1− FZ(t)))dt = 0.

• Using linearity of expectation we have that

E[Xn − Yn] = E[Xn]− E[Yn] = 0.

Since Xn, Yn are independent

Var[Xn − Yn] = Var[Xn] + Var[−Yn] = Var[Xn] + Var[Yn] =
2

λ2
.

• For each n let Zn = Xn − Yn. So E[Zn] = 0 and Var[Zn] = 2λ−2. Also, (Zn)n is an

independent sequence of random variables. The central limit theorem now tells us that

λ√
2n

n∑
k=1

Zk
D−→ N(0, 1).

That is,

P[λ

n∑
k=1

Zk ≤ t
√

2n]→ P[N(0, 1) ≤ t].

Specifically, for t = 0 we get that

P[

n∑
k=1

Xk ≤
n∑

k=1

Yk] = P[

n∑
k=1

Zk ≤ 0]→ P[N(0, 1) ≤ 0].

So we only have to show that P[N(0, 1) ≤ 0] = 1/2. This follows by using a change of

variables u = −s so ds = −du and

P[N(0, 1) ≤ 0] =

∫ 0

−∞

1√
2π
e−s

2/2ds = −
∫ 0

∞

1√
2π
e−u

2/2du = P[N(0, 1) > 0].
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Since 1 = P[N(0, 1) ≤ 0] + P[N(0, 1) > 0] we get that P[N(0, 1) ≤ 0] = P[N(0, 1) > 0] =

1/2.

ut

Question 3.

• Since the range of both X and Y is {1, 2, . . .}, the range of X − Y is Z.

• We use the fact that ({Y = k})∞k=1 are pairwise disjoint events such that P[
⋃∞

k=1 {Y = k}] =

1. So for any event A,

P[A] =

∞∑
k=1

P[A ∩ {Y = k}].

For z ≥ 0 we have that

fX−Y (z) = P[X = Y + z] =

∞∑
k=1

P[X = k + z, Y = k]

=

∞∑
k=1

P[X = k + z]P[Y = k] =

∞∑
k=1

p(1− p)k+z−1q(1− q)k−1

= pq(1− p)z
∞∑
k=1

[(1− p)(1− q)]k−1 =
pq

1− (1− p)(1− q)
(1− p)z.

Similarly, for z < 0 we have

fX−Y (z) =

∞∑
k=1

P[X = k, Y = k − z] =

∞∑
k=1

P[X = k]P[Y = k − z]

=

∞∑
k=1

p(1− p)k−1q(1− q)k−z−1 =
pq

1− (1− p)(1− q)
(1− q)−z.

Finally, note that 1− (1− p)(1− q) = p+ q − pq.

ut

Question 4.

• Define Y = X1{X≤m}. Note that if X(ω) ≤ m then Y (ω) = X(ω). Thus, P[Y =

X] ≥ P[X ≤ m] = 1. Also, since m > 0, then for any ω ∈ Ω, if X(ω) ≤ m, then

Y (ω) = X(ω) ≤ m, and if X(ω) > m then Y (ω) = 0 ≤ m. Thus, Y ≤ m.

• For any λ,

P[X ≤ λ] = P[X ≤ λ,X = Y ]+P[X ≤ λ,X 6= Y ] = P[Y ≤ λ,X = Y ]+P[Y ≤ λ,X 6= Y ] = P[Y ≤ λ],
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where we have used the fact that

P[X ≤ λ,X 6= Y ] = 0 = P[Y ≤ λ,X 6= Y ].

• Since P[X − Y = 0] = 1 we get that E[X − Y ] = 0 so E[X] = E[Y ].

• For any λ < m we have

P[X ≤ λ] = P[Y ≤ λ] = P[m− Y ≥ m− λ].

Since m− Y ≥ 0 we have using Markov’s inequality,

P[X ≤ λ] = P[m− Y ≥ m− λ] ≤ E[m− Y ]

m− λ
=
m− E[X]

m− λ
.

ut

Question 5.

• Calculate:

Cov[X + Y,X − Y ] Cov[X,X − Y ] + Cov[Y,X − Y ] = Cov[X,X]− Cov[X,Y ] + Cov[Y,X]− Cov[Y, Y ]

= Var[X]−Var[Y ] = 0.

• Let X have range {1,−1} and density fX(1) = fX(−1) = 1/2. So E[X] = 0 and

Var[X] = E[X2] = 1. Let Z be independent of X have range {−1, 1} and density

fZ(1) = fX(−1) = 1/2. Let Y = XZ. Since X,Z are independent we have that

E[Y ] = E[XZ] = E[X]E[Z] = 0 and Var[Y ] = E[Y 2] = E[X2Z2] = 1.

Now X + Y = X(1 + Z) and X − Y = X(1− Z). Note that

P[X+Y = 2, X−Y = 2] = 0 6= 1

4
·1
4

= P[X = 1, Z = 1]·P[X = 1, Z = −1] = P[X+Y = 2]·P[X−Y = 2].

So X + Y,X − Y are not independent.

ut


