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Exercise 1. Let X be a random variable on some probability spac (Ω,F ,P). Write the distri-

bution function of the following random variables as an expression of FX :

(a) −X.

(b) X+ := max {X, 0}.

(c) X− := max {−X, 0}.

Exercise 2. Let X be a random variable on a probability space (Ω,F ,P). Let φ : (R,B) →

(R,B) be a measurable function. Show that Y = φ ◦X : (Ω,F)→ (R,B) is a random variable.

Exercise 3. Let X ∼ Bin(n,p). What is the density of X2?

Exercise 4. Let X be a random variable with distribution function FX . Show that for any

a < b ∈ R,

• P(a < X ≤ b) = FX(b)− FX(a).

• P(a < X < b) = FX(b−)− FX(a).

• P(X = x) = FX(x) − FX(x−). Deduce that FX is continuous at x if and only if

P(X = x) = 0.

Exercise 5. Let X ∼ Exp(1). What is the density of Y = logX?

Exercise 6. Let X ∼ U([0, 1]). What is the density of X2?

Exercise 7. Let X1, X2, . . . , Xn be n independent random variables, each disributed Bernoulli-

p. Let Y = X1 +X2 + · · ·+Xn. What is the density of Y ?

Exercise 8. Let B,C be independent random variables. Define the polynomial p(x) := x2 +

Bx+ C. What is the probability that p has exactly on root, when:

(a) B,C are all independent Bernoulli-p.

(b) B ∼ Geo(p) and C = X2 for X ∼ Poi(λ).

Exercise 9. Construct two probability spaces (Ω,F ,P) and (Ω′,F ′,P′), and two joint distribu-

tions of random variables (X,Y ) on (Ω,F ,P) and (X ′, Y ′) on (Ω′,F ′,P′) such that the following

holds:
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• The distribution PX = P′X′ and the distribution PY = P′Y ′ .

• However, P(X,Y ) 6= P′(X′,Y ′).


