Probability

Solutions to Exam C, Fall 2013

Solution Q1:

(A) We need to show that for any continuity point of Fj, we have Fx, (t) —
Fp(t). (Since L is discrete, with range {0, 1,...,} the continuity points of
Fp are R\ {0,1,...,}.)

For any ¢t < 0, because X,,, L take only non-negative values,
Fx, (t)=P[X, <t]=0=P[L <t].

Let t > 0. If n >t then,

[t]
Fy,(t) = Y PX, = H,

k=0
so by the assumption,
[t]
lim Fy,(t) =Y P[L =k =P[L<1].

n—00
k=0

For ¢t = 0 we have that because the range of X,, is {0,1,...,n},
Fx,(0) =PX, <0]=P[X, =0 - P[L=0] =P[L<0] = F(0).

Thus, Fx, (t) — Fr(t) for all ¢, and specifically, X, N
(B) Note that the range of B, is {0,1,...,n} and the range of P is {0,1,...}

as in (A).
Let p = % For any non-negative integer k£ we have that if n > k then
n k n—k n! )\k n —k
P[B, = k| = <k)p (1-p) :m'y'(l—%) (1-2)
)\k
— e = =P[P =k




By (A) this implies that B, 2, p.
Solution Q2:

(A) Since X?* is non-negative, by Markov’s inequality,
PX >1+¢ =PX* > (14 <EX*|(1+¢e)2* < M(1+¢)%.

Taking k£ — oo we get 0 on the right-hand side.
(B) We have

{(x>13=J{x>14n"}.
Thus, by Boole’s inequality (u:non bound)
PIX>1 <> PX>1+n""]=0,
by (A).
(C) Take M = 1. Since
{Y*>1} C{lY|>1} ={-1<Y <1}°,

we have that
PY?* > 1] =0.
Thus,
B[] = E[Y*1Lgyuyy] <

Solution Q3:

(A) For Z we have: If r & [—

//fxyzté’?”dtdS—O
For r € |

-1
1
//fXYZ t,s,r dtds—/ / 1altals/ IV1—s2ds =34
—1J-V1-52 —1

1,



So
re[-1,1]

N =

fz(r) =
0 ré&[-1,1]

As for X, we have: If t ¢ [—1,1] then t* > 1 so
fx(t) = //fx,y,z(t,s,r)dsdr = 0.

If t € [-1,1] then

ro=[ [ 2vi-f

1 _
%de'f’ =
V1-t2 T

So

3 o

V1=t tel-1,1]
0 t&[-1,1]

fx(t) =

(B) By (A) we have that Z ~ U[—1,1] so Var[Z] = % = 3. This can also be

easily calculated directly, since

and so

Var[Z]:E[ZQ]:/ I A L

-1 -1

(C) First we calculate fxy. If 2 + s* > 1 then

fxy(t,s)= /fX,Y,z(t,S,T)dr =0.

For t? + 5% <1,



Thus,

1 V1-—s2
E[XY] ://tsfx,y(t,s)dtdsz/l/ 2%tsdtds
—1J-vi=s
1 V1-s2
:/ 2 / tdt]ds=0.
-1 —V1-s2

Also,

o) = [ [ oot = [z ( /jz dt) i

1
:/ 2.2v1—s?ds=0,
1

because the function in the integral is an odd function, and the integral is
symmetric around 0.
E[X] can be computed similarly, although we may also use (A) to com-

pute
1
E[X] = /th(t)dt: %/ t-V1—t2dt =0,
-1

again because the function is an odd function and the integral is symmetric
around 0.

Altogether,
Cov(X,Y) =E[XY] - E[X]-E[Y] =0.

Solution Q4:



5

(A) It is immediate that Z is discrete with range in {0,1,...,}. For any non-

negative integer k, using the independence of X,Y,

:i]}D[X:n,Z:k]:iP[X:n,Y:k—n]
k
_ZP —k—nzz O‘k—-_ﬂﬁknn)

n=0

:e_(a'ﬁ@)%.i(?]z) kﬂk n_ e —(a+B) <a+ﬁ)

o k!
This is exactly the density of Poi(a + f3).
(B) For any t € R, by independence of z and Y,

PZ >t =PX>tY >t]|=PX >t -PY >{

(1= Fx(t)) - (1 = Fy(1)).

Thus,
1 t<0
P[Z > t] =
e . eBt >0

That is,

0 t<0
1—e@tht 4>

This is exactly the distribution function of Exp(a + f3).



