Optically tailored trapping geometries for ultracold atoms on a type-II superconducting chip
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ABSTRACT

Superconducting atom chips have very significant advantages in realizing trapping structures for ultracold atoms compared to conventional atom chips. We extend these advantages further by developing the ability to dynamically tailor the superconducting trap architecture. Heating the chosen parts of a superconducting film by transferring optical images onto its surface, we are able to modify the current density distribution and create desired trapping potentials. This method enables us to change the shape and structure of magnetic traps, enabling versatile applications in atomtronics.

In the past few years, superconducting (SC) atom chips have drawn a lot of attention for trapping and manipulating ultracold atoms. 1–9 Due to the suppression of magnetic field noise close to superconducting surfaces, SC atom chips are excellent candidates for quantum information applications. 2,10–16 Moreover, they will enable the realization of hybrid quantum systems composed of ultracold atoms and superconducting circuits, thereby merging the advantages of these two technologies. 17–29

Owing to the characteristic properties of superconductors, magnetic traps for the confinement of neutral atoms on a SC atom chip can be created by transport currents, 30–32 persistent currents, 33–35 or trapped magnetic fields induced by pinned vortices. 36–38 For transport and persistent currents, the trap type is determined by the shape of the current carrying wire and therefore cannot be changed during experiments. Magnetic traps generated by vortices inside type-II superconductors allow a more flexible approach. Depending on the history of the applied magnetic fields and transport currents, various traps with or without external bias fields can be created by the same superconducting structures. In addition, such traps are easier to manipulate using external magnetic fields. These traps are, however, limited to simple geometries and do not allow one to change the distribution of vortices locally. 38–41

In this paper, we describe in detail how to configure the vortex distribution in a square SC film in order to create the desired potential without the need of changing the chip or the applied field. We make use of a high-power laser and a DMD (digital micromirror device) to destroy the superconductivity in selected regions of the film and influence the shape and structure of a trap. We have been able to realize various trapping potentials and, in particular, to split a single trap or to transform it into a crescent or a ringlike trap. Since the atomic cloud evolves with the trapping potential, cold atoms can be used as a sensitive probe to examine the real-time magnetic field and vortex distribution. We experimentally verified the possibility of controlling trap geometry by local laser heating of a SC film. We have also carried out simulations of the film heating, the corresponding redistribution of sheet current density, and the induced trapping potentials; the simulation results are in agreement with the experiments. Such simulations help to better understand the process and can be used to design a trap with the needed properties.

We prepared an ensemble of ultracold 87Rb atoms in a standard magneto-optical trap. After molasses cooling and optical pumping, 1 × 10^10 atoms were magnetically trapped in the |F' = 2, m_F = 2⟩ ground state. The atoms were then magnetically transported vertically by 3.5 cm into a close proximity of the SC atom chip before being loaded into the traps created by the trapped magnetic field. As the SC chip we employed a 1 × 1 mm² square thin YBCO (Yttrium Barium Copper Oxide, YBa2Cu3O7−x) film fabricated on an YSZ (Yttria-Stabilized Zirconia) substrate and having the thickness of d = 800 nm. For generating different trap geometries, we used a
1064 nm high-power laser and a DMD to locally heat the SC film. Our setup is shown in Fig. 1: the DMD is illuminated with a 2.5 W Gaussian beam; the pulse time and power are controlled using an acousto-optic modulator. The pattern generated by the DMD is imaged onto the surface of the SC film with a magnification of 0.4. The vortices were first induced in the SC film by a pulse of a uniform magnetic field. Subsequently, they were patterned with the shaped illumination pulses for 20–50 ms to obtain the desired trap geometry.

The superconductivity in YBCO can be destroyed by optical illumination. This process depends on the SC film thickness compared to the optical penetration depth \( \delta \), which is about 80–120 nm for YBCO. In the case of optically thin YBCO films \( (d \ll \delta) \), the Cooper pairs break on a typical time scale of picoseconds, giving rise to a fast nonthermal optical response. In our case \( (d \gg \delta) \), the heat is initially deposited in a surface film layer (order of \( \delta \)), where the Cooper pair breaking takes place, but then rapidly spreads (in several picoseconds) via nonequilibrium hot electrons deeper into the sample. These electrons thermalize with the lattice (during and after the exposure time) due to electron-phonon interactions and reproduce a typical thermal response. Usually, the cool down process is much slower because of equilibrium thermal conduction (via phonons) into the substrate.

To effectively manipulate the vortex distribution, we then need to consider the surface temperature rise due to the initial heat absorption and heat diffusion. For laser pulses of milliseconds, the increase in surface temperature can be described by a heat diffusion equation. For a square pulse, the surface temperature rise \( T \) can be estimated following the rate equations in Ref. 51. For removing all the vortices from a designated area, its temperature has to reach the critical value \( T_C = 87 \) K; however, the critical current density drops sharply in the temperature region from 80 K to 90 K. This behavior affects the trapping potential generated for \( T < T_C \).

The transition times for the second order phase transition from the SC state to the normal (N) state and reverse are shown in Fig. 2. It is evident that the time scales are asymmetric. Increasing the laser power leads to a decrease in the transition time from the SC to N state.

The heat transfer from the SC film to the substrate determines the transition time from the N state to the SC state. At laser power greater than 200 mW, there is no change in the SC-N transition time at time scales relevant to the experiment. However, the N-SC transition time increases approximately linearly with the laser power.

Designing an optical pattern for a SC film, one has to take into account the heat diffusion. A too long exposure time can smear out the heat pattern. To investigate the heat diffusion, we trapped the atoms by the vortices induced in the square film and then illuminated half of the square surface with different laser power. Then, the remaining atom number was detected. At low power, only the vortices in the illuminated part were affected. As the power grows, heat diffusion to the rest of the film changes the vortex distribution there too. Both the trapped atom number and the cloud size decrease as the time of illumination increases (Fig. 3). Our simulations and experimental data on the atom number, the cloud size, and location indicate that the trap depth changes not only due to the shrinkage of the SC part of the film but also due to the decrease in the critical current density. For the pulse power of 20 mW and a 10% loss from reflection, the heat diffusion equation predicts about a 5 K rise in temperature. This temperature is still below \( T_C \), but the critical current changes significantly in this temperature range, resulting in a different trapping potential and in a smaller cloud for longer times.

In one of our experiments, we transferred the cold atoms into a magnetic trap created below the magnetized square SC film and then illuminated a 1 × 0.1 mm² strip centrally placed on the film surface. This changed the distribution of vortices and the original single atom cloud split into two separate clouds (see Fig. 4).

To simulate the SC film magnetization induced by the applied field variations and manipulated by laser heating, we used the Fast Fourier Transform (FFT) based numerical method proposed in Ref. 54 and modified in Ref. 55. The SC film was characterized by the power-current-voltage law, \( e = e_c |j/c|^{1/2}j/c \), where \( e \) is the parallel to film component of the electric field, \( j \) is the sheet current density, and \( e_c = 1 \times 10^{-4} \) V m⁻¹. The critical sheet current density of the film was estimated as \( j_c = 160 \) A cm⁻¹ and \( n = 50 \). The high value of the power \( n \) made the film magnetization model close to the rate-independent critical-state Bean model. Although the real sequence of applied magnetic field pulses in our experiment was more complicated because
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**FIG. 1.** Schematic diagram of the setup. A Gaussian beam of a high power laser is patterned with a DMD and imaged onto a superconducting chip attached to a crystal inside vacuum. The vortex distribution is probed by absorption imaging of the atoms after illumination.

**FIG. 2.** Transition times from the SC to N state and from the N to SC state when pulsing the laser for 240 ms.
of the necessity to bring atoms to the vicinity of the film (parallel and perpendicular fields were applied to the chip surface), for a qualitatively realistic trap simulation, it was sufficient to account only for the perpendicular field which first changed from zero to 239 G (which is below the full penetration field\(^3\)), then decreased to \(C_0^{23}G\), and remained as such during the laser heating. We also replaced the realistic heat diffusion model by a simplified one in which heating causes a sheet critical current density drop in a chosen region. Thus, modeling the central strip heating, we assumed that on the last stage of our simulation, the sheet critical current density gradually dropped to 0.05 \(j_{c}\) uniformly in the strip \(x < 0\):

\[
b(r, t) = b_0(t) + \frac{\mu_0}{4\pi} \nabla \times \int_{\Omega} \frac{\mu(t')}{|r-r'|} d\Omega',
\]

where \(b_0(t)\) is the uniform applied field, \(\mu_0\) is the magnetic permeability of vacuum, \(r = (x, y, z)\), and \(\Omega\) is the two-dimensional film domain in the plane \(z = 0\). Extending the sheet current density by zero outside the film, we can present this field using two-dimensional convolutions.

We noted that the computation domain for the FFT-based method should be larger than the film area; in our simulations, the film was centrally placed in the domain \(-1.5 \leq x, y \leq 1.5 \text{ mm}\) and, for the uniform \(256 \times 256\) grid in this domain, the computation took from a few minutes to half an hour on a standard personal computer. Computed film current densities before and after strip heating are shown in Fig. 5 (top). Under the adiabaticity assumption, the atom cloud shape can be approximated by the closed isosurface of the magnetic field magnitude, \(|b|\), chosen in accordance with the atom cloud temperature. The magnetic field in the vicinity of the film with a known sheet current density distribution has been computed numerically using the Biot-Savart law and the FFT algorithm. By the Biot-Savart law, magnetic induction is

\[
b(r, t) = b_0(t) + \frac{\mu_0}{4\pi} \nabla \times \int_{\Omega} \frac{\mu(t')}{|r-r'|} d\Omega',
\]

where \(b_0(t)\) is the uniform applied field, \(\mu_0\) is the magnetic permeability of vacuum, \(r = (x, y, z)\), and \(\Omega\) is the two-dimensional film domain in the plane \(z = 0\). Extending the sheet current density by zero outside the film, we can present this field using two-dimensional convolutions.
where we assumed $b_{ax} = b_{ay} = 0$. Applying the Fourier transform $F[f] = \int f(x, y) \exp(-i(xk_x + yk_y)) \, dx \, dy$ and taking into account that
\[
F \left[ \frac{1}{|r|^2} \right] = \frac{2\pi}{|k|} e^{-|k|}, \quad F \left[ \frac{1}{|r|^3} \right] = \frac{2\pi}{|z|} e^{-|z|},
\]
where $k = (k_x, k_y)$, we obtain
\[
b_x = \frac{\mu_0}{2\pi} \rho^{-1} \left[ e^{-|k|} F[j_x] \right],
\]
\[
b_y = \frac{\mu_0}{2\pi} \rho^{-1} \left[ e^{-|k|} F[j_y] \right],
\]
\[
b_z = b_{ax} + \frac{\mu_0}{2\pi} \rho^{-1} \left[ e^{-|k|} \left( k_x F[j_y] - k_y F[j_x] \right) \right].
\]

By the FFT-based method, the sheet current density $j$ is found in the nodes of a uniform grid. Replacing the continuous Fourier transform and its inverse by their discrete analogs on the same grid and using the FFT algorithm, one can efficiently calculate the magnetic field in the vicinity of the film.

The simulated magnetic trap and its split due to optical heating of a strip are shown in Fig. 5 (center and bottom). Figures 4 and 5 show that the experimental and simulated results agree sufficiently well. When no light is applied, there is only one cloud below the center of the film; the cloud size and position are close in the experiment and simulation. For the strip illumination duration of $t = 20$ ms, there appears a normal region in which the temperature reaches $T_c$ and all vortices are gone. As the exposure time increases, the normal region grows, pushing the centers of the two traps to the edges of the square and decreasing the trap depths; the critical current density decreases and the normal region expands. For $t = 100$ ms, no atoms remain trapped. From simulations (magnetic field and current distribution), after 100 ms, an area of $1 \times 0.6$ mm$^2$ of the film reaches the critical temperature of 87 K leaving two SC regions, each 200 $\mu$m wide. The temperature in these two regions is below $T_c$ (from 85 K to 87 K), but the critical current density is significantly reduced, implying a smaller trapping volume and a lower trap depth.

In conclusion, our experimental results and simulations showed that magnetic traps on SC chips can be optically manipulated to tailor the structure and shape of ultracold atom clouds. Various cloud configurations have been realized experimentally and simulated numerically. More complex structures can be achieved by increasing the heating pattern resolution. This method can be used to create magnetic trap lattices for ultracold atoms in quantum computing applications. Optically manipulated SC chips open new possibilities for ultracold atom trapping and design of compact on-chip devices for investigation of quantum processes and applications in atomtronics.
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