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Abstract. An Abel differential equation $y' = p(x)y^2 + q(x)y^3$ is said to have a center at a pair of complex numbers $(a, b)$ if $y(a) = y(b)$ for every solution $y(x)$ with the initial value $y(a)$ small enough. This notion is closely related to the classical center-focus problem for plane vector fields. Recently, conditions for the Abel equation to have a center have been related to the composition factorization of $P = \int p$ and $Q = \int q$ on the one hand and to vanishing conditions for the moments $m_{i,j} = \int P^i Q^j q$ on the other hand. We give a detailed review of the recent results in each of these directions.


Key words and phrases. Poincaré center-focus problem, Abel differential equation, composition of functions, generalized moments.

1. Introduction

Consider the system of differential equations

$$\begin{cases} \dot{x} = -y + F(x, y), \\ \dot{y} = x + G(x, y) \end{cases} \tag{1.1}$$

with $F(x, y)$ and $G(x, y)$ vanishing at the origin together with their first derivatives. The system (1.1) has a center at the origin if its all solutions around zero are closed. The classical center-focus problem is to find conditions on $F$ and $G$ necessary and sufficient for the system (1.1) to have a center at the origin.

This problem, together with the closely related second part of Hilbert’s 16th problem (asking for the maximal possible number of isolated closed trajectories of (1.1) with $F(x, y)$ and $G(x, y)$ being polynomials of a given degree), resists all the attacks till now. Many deep partial results have been obtained (see [5], [6], [26], [56], [67]), but general center conditions are not known even for $F(x, y)$ and $G(x, y)$ being polynomials of degree 3.
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V. I. Arnold suggested several related problems, which turned out to be very productive (see [5], [6], [39], [40]). In particular, a study of the infinitesimal versions of the above problems led to an important progress in understanding the analytic structure of Abelian integrals [35], [41]–[44], [52], [59], [63], [66].

The present paper follows, in a sense, this last direction: the infinitesimal version of the center-focus problem in a certain setting leads to the Moment condition, which is central to complex analysis. On the other hand, composition algebra emerges naturally, providing “morphisms” of the structures involved. This paper presents an overview of the recent results relating the center-focus problem, moments, and compositions.

The version of the center-focus problem considered below was suggested and studied, together with the corresponding version of the Hilbert problem, in the 1970s at S. Smale’s seminar (see [58], [45]).

Consider an Abel differential equation
\[ y' = p(x)y^2 + q(x)y^3. \]
This equation is said to have a center at a pair of complex numbers \((a, b)\) if \(y(a) = y(b)\) for its every solution \(y(x)\) with the initial value \(y(a)\) small enough.

The problem is to give necessary and sufficient conditions for a point to be a center in terms of \(p\) and \(q\). (In this form, the center-focus problem has been explicitly stated and studied in [4], [3]. The corresponding version of the 16th Hilbert problem, asking for the maximal possible number of solutions \(y\) to a real Abel equation satisfying \(y(a) = y(b)\), was posed by C. Pugh; see [45]).

This version (to which the original one can be reduced in many cases) suggests important technical simplifications. Still, it apparently reflects the main difficulties of the original problem. It also stresses its relation to classical analysis and algebra.

In particular, the “one-sided” moments \(m_k = \int_a^b P^k q\) naturally arise in studying the infinitesimal (with respect to \(\epsilon\)) version of the center problem for the equation \(y' = p(x)y^2 + \epsilon q(x)y^3\) [21], and the “double moments” \(m_{i,j} = \int_a^b P^i Q^j q\) arise in a higher-order perturbation analysis of this equation; here \(P = \int p\) and \(Q = \int q\).

Another important ingredient of our approach (introduced and initially studied in [4], [3]), composition algebra and a composition factorization of \(P\) and \(Q\), appears naturally for the Abel equation setting as a description of the “morphisms” of the problem. In particular, it is easy to see that the following “composition condition” implies \((a, b)\) being a center as well as vanishing of one-sided and double moments:

\[
P(x) = \hat{P}(W(x)),\quad Q(x) = \hat{Q}(W(x)),
\]
where \(\hat{P}, \hat{Q},\) and \(W\) are polynomials and \(W(a) = W(b)\). One of the central problems discussed below concerns the necessity of the composition condition for \((a, b)\) being a center and for vanishing of the moments.

A specific form of the third-degree Abel differential equation is not essential for most of the constructions below. They can be naturally generalized to differential equations of the form
\[ y' = p_1(x)y^2 + p_2(x)y^3 + \cdots + p_n(x)y^n \]
for arbitrary \(n\) and, with minor modifications, to the power series on the right-hand side. So, in fact, we can study the center conditions “\(y(a) = y(b)\)” for any first-order differential equation \(y' = f(x, y)\).
We believe that this problem is important in its own right. We plan to survey
the corresponding results elsewhere, limiting the scope of the present paper to the
third-degree Abel equation.

This paper is intended to present a detailed review of the recent results in the
above directions obtained in [9], [13], [17], [10], [11], [47], [48], [49], [50], [66]. It is
organized as follows.

In Section 2, we give a more accurate overview of the main ingredients of the
problem, namely, the Abel differential equation and center conditions, composition
algebra, and moment conditions. We also explain in more detail the relation
between the problem under consideration and the classical center-focus problem.

In Section 3, local center conditions are discussed. Here \( p \) is assumed to be fixed,
as well as the degree of \( q \). The main result is that, for a generic \( p \), the center and
composition conditions coincide locally with respect to \( q \).

In Section 4, we discuss the quantitative moment problem, which includes two
parts:

(a) Vanishing of how many moments is necessary to conclude that the compo-
sition condition holds?

(b) If the moments are not exactly zero but small, what is the “deviation” of
\( P \) and \( Q \) from the composition condition?

Both these questions are motivated by the local center conditions of Section 3.
An explicit answer provides an explicit bound for “locality” in the local center
conditions. We discuss some cases where answers can be given.

In Section 5, moments of rational functions on a closed curve are discussed.
The main result is a simple and constructive necessary and sufficient condition for
vanishing of double moments, which is obtained as a combination of the composition
approach with the general Wermer–Harvey–Lawson theorem.

In Section 6, we discuss the center problem on a closed curve. Here the results are
more partial, since less is known about the one-sided moment problem. However,
some important relations between the double moments and the center conditions
are obtained by the methods of Section 5. An interesting example of the Abel
equation with elliptic coefficients is also discussed.

In Section 7, some results concerning Cauchy-type integrals of algebraic functions
on curves (possibly with self-intersections) are presented. In particular, we give a
necessary and sufficient condition for vanishing of such integrals near infinity (which
is equivalent to vanishing of the corresponding moments) in terms of ramifications of
the integrands with respect to the integration curves. We also give a local analytic
description of the integrals near the singularities of the integrands. These results
are closely related to vanishing conditions for the one-sided moments discussed in
the addendum.

The “formal” aspects of the center-focus and moment problems and of their
mutual relations are discussed in Section 8. This discussion is very preliminary,
although we believe that an investigation in this direction may be important.

In the addendum, written by F. Pakovich, some new results describing the van-
ishing problem for one-sided polynomial moments on an interval are presented.
2. Centers, Compositions, Moments, and the Relation to the Classical Center-Focus Problem

2.1. Centers for the Abel equations. We consider the Abel differential equation

\[ \frac{dy}{dx} = p(x)y^2 + q(x)y^3, \]  

where \( p(x) = P'(x) \) and \( q(x) = Q'(x) \) are meromorphic functions in a complex variable \( x \). In what follows, \( P \) and \( Q \) are mostly polynomial, rational, or elliptic functions.

Let \( \gamma \) be a curve in \( \mathbb{C} \) avoiding the poles of \( P \) and \( Q \) and joining two points \( a, b \in \mathbb{C} \). The points \( a \) and \( b \) are called conjugated with respect to \( \gamma \) if \( y(a) = y(b) \) for any solution \( y(x) \) to \( 2.1 \) analytically continued from \( a \) to \( b \) along \( \gamma \) with sufficiently small initial value \( y(a) \). In this case, we shall also say that \( 2.1 \) has a center at \( (a, b) \) along \( \gamma \). The condition on \( p \) and \( q \) under which \( 2.1 \) has a center will be called the center condition. For \( a = b \), this means that the solutions to \( 2.1 \) do not ramify on the closed curve \( \gamma \). In this case, we shall say that \( 2.1 \) has a center along \( \gamma \).

Note that, as \( y(a) \) goes to zero, the singularities of \( y(x) \) tend to the singularities of \( P \) and \( Q \). Hence the definition of the center for \( 2.1 \) depends only on the homotopy class of \( \gamma \) in \( \mathbb{C} \) with all the singularities of \( P \) and \( Q \) removed. In particular, if a closed curve \( \gamma \) is contained in a simply connected domain \( D \) and \( P \) and \( Q \) are regular on \( D \), then \( 2.1 \) has a center along \( \gamma \). This is the most basic (and, essentially, the only apparent) sufficient condition for \( 2.1 \) to have a center.

2.2. Compositions. One of the main tools in our approach to studying center conditions is changes of the independent variable \( x \) in the equation \( 2.1 \). If such a change of variable transforms \( 2.1 \) into an equation having a center, then \( 2.1 \) itself has a center. A basic fact is that, in many cases (but not always), a necessary and sufficient condition for the center is a possibility to transform \( 2.1 \) into an equation having a center for “apparent reasons” (like the one given above).

Of course, changes of independent variables is one of the most natural and classical tools in the study and classification of ordinary differential equations. In particular, from the classical analysis of algebraic solutions to the Fuchsian equations, it is known that certain equations of this type whose all solutions are algebraic can be reduced by a change of the independent variable to Gauss hypergeometric equations of a special type (see \( \text{[7, 30]} \) and the references cited therein).

In our case of the first-order Abel equation \( 2.1 \), the transformation under a change of the independent variable takes an especially simple form \( \text{[4, 3]} \). Let

\[ P(x) = \tilde{P}(W(x)), \quad Q(x) = \tilde{Q}(W(x)). \]  

Then the substitution of \( w = W(x) \) as an independent variable brings \( 2.1 \) into

\[ \frac{dy}{dw} = \tilde{p}(w)y^2 + \tilde{q}(w)y^3, \]  

where \( \tilde{p}(w) \) and \( \tilde{q}(w) \) are the derivatives with respect to \( w \) of \( \tilde{P}(w) \) and \( \tilde{Q}(w) \), respectively.
Note that (2.1) can be rewritten as
\[ dy = y^2 dP + y^3 dQ. \] (2.4)
In this notation, the transformation law above expresses the “invariance of the first differential”.

Hence factorization of the equation (2.1) is equivalent to factorization of \( P \) and \( Q \) or, in other words, to finding their common “composition right factors” \( W \). This brings into the study of the center conditions the composition algebra of meromorphic functions (in particular, of polynomials, rational functions, elliptic functions, etc.). The term “algebra” is used here a broad sense rather than to specify the algebraic structure of the composition, which is well known to be rather complicated and subtle (see [31], [51], [55]). In our approach to the center conditions, composition Algebra is one of the main (and most adequate, as the results below suggest) tools.

Summarizing the relation of the factorization of the equation (2.1) to its center property, we define the following homotopy composition condition, which, according to the above considerations, is sufficient for (2.1) to have a center.

**Definition 2.1.** \( P, Q \), and \( \gamma \) satisfy the homotopy composition condition if \( P(x) = \tilde{P}(W(x)) \) and \( Q(x) = \tilde{Q}(W(x)) \), where \( W \) maps \( \mathbb{C} \) to a Riemann surface \( X \) in such a way that \( W(\gamma) \) is a closed curve \( \delta \) in \( X \) (in particular, if \( a \neq b \), then \( W(a) = W(b) \)), \( \delta \) is contained in a simply connected domain \( D \) in \( X \), and \( \tilde{P} \) and \( \tilde{Q} \) are regular in \( D \).

**2.3. Moments.** The last main ingredient in our approach is consideration of generalized moments given by the following expression:
\[ m_{i,j} = \int_a^b P^i(x)Q^j(x)dQ(x), \quad i, j = 0, 1, \ldots \] (2.5)
The integration is along a path \( \gamma \) connecting \( a \) and \( b \). Various special cases are also considered. In our computations, especially important are the following “one-sided” moments:
\[ m_k = \int_a^b P^k(x)q(x)dx, \quad k = 0, 1, \ldots \] (2.6)
The moments \( m_{i,j} \) and \( m_k \) (and their vanishing, called usually the moment condition) play a central role in complex analysis, especially in the characterization of the “boundary values” of complex functions and complex varieties, in the study of holomorphic and polynomial hulls in several complex variables, and in Banach algebras [60], [61], [2], [38]. For instance, if \( \gamma \) is closed, then the classical result of Wermer, Harvey, and Lawson [60], [61], [38] implies that vanishing of all the moments \( m_{i,j} \) is equivalent to the fact that the image of the curve \( \gamma \) under \((P, Q)\) bounds a compact analytic one-chain in \( \mathbb{C}^2 \).

Vanishing of one-sided moments is equivalent to identical vanishing near infinity of the Cauchy-type integral
\[ I(t) = \int_{P(a)}^{P(b)} \frac{g(z)dz}{z-t}. \] (2.7)
along the path $P(\gamma)$. Here $z = P(x)$ and $g(z) = Q(P^{-1}(z))$. Such integrals are studied by specific techniques and methods. This gives a complementary view of the moment problem as presented in [50] and in Section 7 below.

Moments appear in the center problem for the Abel equation as follows. A necessary and sufficient condition for the equation to have a center is given by an infinite number of algebraic equations on the coefficients of $P$ and $Q$. Each of these equations is given by vanishing of a certain expression containing iterated integrals of $P$ and $Q$ along $\gamma$ (see Section 3.1 below).

First of all, the first three of these equations (starting with the third one) turn out to be just the first three one-sided moments.

Secondly, in general, the one-sided and double moments form part of the terms in the center equations.

Thirdly, if we fix $P$, the center equations turn out to be polynomials of growing degrees in $Q$. The one-sided moments are exactly the linear (in $Q$) parts of these equations. In particular, for the parametric version of \( (2.1) \)
\[
\frac{dy}{dx} = p(x)y^2 + \epsilon q(x)y^3, \tag{2.8}
\]
the infinitesimal center conditions with respect to $\epsilon$ at $\epsilon = 0$ coincide with vanishing of the one-sided moments.

Since all moments are integrals of one-forms, they are preserved by changes of the independent variable. Hence composition algebra as described above is equally relevant to the study of vanishing of moments. The result of Wermer, Harvey, and Lawson can be combined with changes of the independent variable to prove that the following homology composition condition is necessary and sufficient for vanishing of all the double moments on a closed curve $\gamma$ (and sufficient for a nonclosed $\gamma$):

**Definition 2.2.** $P$, $Q$, and $\gamma$ satisfy the homology composition condition if $P(x) = P(W(x))$ and $Q(x) = Q(W(x))$, where $W$ maps $\mathbb{C}$ to a Riemann surface $X$ in such a way that $W(\gamma)$ is a closed curve $\delta$ in $X$ (in particular, if $a \neq b$, then $W(a) = W(b)$), $\delta$ bounds a compact complex one-chain $D$ in $X$, and $\tilde{P}$ and $\tilde{Q}$ are regular in $D$.

(In contrast with the homotopy composition condition, we do not require here that $D$ in $X$ is simply connected. Hence, we get exactly the assumption of the Wermer–Harvey–Lawson theorem).

As we shall see below, the homotopy composition condition is indeed stronger than the homology one. In particular, the homology composition condition does not generally imply \((2.1)\) having a center.

One of the main facts which make composition algebra a really working tool in the study of both the center and moment conditions is the following. For $P$ and $Q$ relatively prime in the compositional sense, the meromorphic mapping $z \rightarrow (P(z), Q(z))$ of $\mathbb{C}$ to $\mathbb{C}^2$ is a generically one-to-one parametrization of its image which is an analytic curve $Y$ in $\mathbb{C}^2$. Hence, $Y$ is obtained from $\mathbb{C}$ minus the poles of $(P, Q)$ by gluing together some finite subsets, and for most purposes $\mathbb{C}$ minus the poles of $(P, Q)$ is a good approximation of $Y$. This approach is illustrated in more detail in [11] and in Section 5 below.
2.4. Relation to the classical center-focus problem. The center problem for the Abel differential equation (2.1) is closely related to the classical center-focus problem for the homogeneous polynomial vector fields (1.1) on the plane (see, e.g., [56], [67]). Let \( F(x, y) \) and \( G(x, y) \) be polynomials in \( x \) and \( y \) of degree \( d \). Consider the system of differential equations

\[
\begin{align*}
\dot{x} &= -y + F(x, y), \\
\dot{y} &= x + G(x, y).
\end{align*}
\]

(2.9)

A solution \( x(t), y(t) \) to (2.9) is said to be closed if it is defined in the interval \([0, t_0]\) and \( x(0) = x(t_0), y(0) = y(t_0) \). The system has a center at the origin if its all solutions around zero are closed. The classical center-focus problem is to find conditions on \( F \) and \( G \) which are necessary and sufficient for the system (2.9) to have a center at the origin.

It was shown in [25] that system (2.9) with homogeneous \( F \) and \( G \) of degree \( d \) can be reduced to the trigonometric Abel equation

\[
\frac{d\rho}{d\theta} = p(\theta)\rho^2 + q(\theta)\rho^3, \quad \theta \in [0, 2\pi],
\]

(2.10)

where \( p(\theta) \) and \( q(\theta) \) are polynomials in \( \sin \theta \) and \( \cos \theta \) of degrees \( d + 1 \) and \( 2d + 2 \), respectively. Thus, (2.9) has a center if and only if all solutions \( \rho = \rho(\theta) \) to (2.10) are periodic on \([0, 2\pi]\), i.e., satisfy \( \rho(0) = \rho(2\pi) \).

In its turn, the trigonometric Abel equation (2.10) can be transformed by an exponential substitution into the equation (2.1) with \( P \) and \( Q \) being Laurent polynomials on the unit circle \( S^1 \). We investigate this specific situation in Section 6 below. However, much less can be said in this case than in the case of a polynomial Abel equation on the interval considered in Section 3. This is because our understanding of one-sided moments on a closed curve is at present insufficient.

Although the center problem on an interval (or, in general, on a non-closed curve) stated in Section 2.1 above does not correspond directly to the classical center-focus problem, it is of interest by its own; this problem has been extensively investigated in [4], [26], [27], [28], [29], [45] and in other publications.

It is a general belief that the center problem for the polynomial Abel equation (2.1) on the interval manifests all the main difficulties involved in the classical problem, while some technical details are possibly simplified.

3. Local Center Conditions

In this section, which presents the results of [10], we restrict ourselves to the case of the polynomial Abel equation (2.1) on an interval. The main result is that, for a fixed generic \( P \), the center and composition conditions coincide locally with respect to \( Q \).

This follows from the fact that the moment and center conditions turn out to be very closely related, namely, the center equations can be considered as a nonlinear deformation of the moment equations preserving the composition subspace.

More precisely, for a fixed \( P \), vanishing of the moments \( m_k \) in (2.6) gives linear equations on \( Q \). On the other hand, the center conditions can be transformed into
a sequence of nonlinear equations on $Q$ (see Section 3.1 below). It turns out that the linear parts of the center equations are the moment equations. Here composition comes in: for a so-called “definite” $P$ (see below), the set of $Q$ satisfying the moment equations is a linear subspace $\mathcal{L}$ defined by the composition condition. Now, the decisive observation is that the composition condition implies vanishing of each of the non-linear terms separately in the center equations. Hence, the linear parts of the center equations define the zero subspace $\mathcal{L}$, while all the non-linear terms of these equations vanish on $\mathcal{L}$.

It is a simple fact of commutative algebra (a kind of Nakayama lemma; see, e.g., [37, Chapter 4, Lemma 3.4]) that, locally, the set of zeroes of the center equation is $\mathcal{L}$ and that the local ideal generated by the center equations coincides with the ideal generated by the moment equations.

To formulate the result more accurately, we have to adapt the general notions introduced above to our specific situation. In this section, we always assume that $P(x)$ and $Q(x)$ are polynomials in a complex variable $x$. In this setting, a sufficient condition for the equation (2.1) to have a center at $(a, b)$ (and along any curve $\gamma$, since $P(x)$ and $Q(x)$ are polynomials) is given by the following form of the composition condition:

$$P(x) = \tilde{P}(W(x)), \quad Q(x) = \tilde{Q}(W(x)),$$

where $\tilde{P}$, $\tilde{Q}$, and $W$ are polynomials and $W(a) = W(b)$. Indeed, if the composition condition (3.1) is satisfied, then $P(x)$, $Q(x)$, and $\gamma$ satisfy the homotopy composition condition of Definition 2.1 above, and hence (2.1) has a center.

The composition conjecture (see [4], [19], [20], [26]) is that (3.1) is a necessary and sufficient condition for (2.1) to have a center. For $P$ and $Q$ of small degrees and of certain special forms, this conjecture has been proved in [4], [20], [21], [22], [23], [27], [12], [8], [9].

In the setting under consideration, the moment condition takes the form

$$m_k = \int_a^b P^k(x)q(x)dx = 0, \quad k = 0, 1, \ldots$$

(3.2)

Definition 3.1. A polynomial $P$ is called definite (with respect to $(a, b)$) if, for any polynomial $Q$, the moment condition (3.2) implies the composition condition (3.1).

All polynomials $P$ up to degree 5 are definite, as well as all indecomposable $P$ (for every $a \neq b$), all $P$ with $P'(a) \neq 0$, $P'(b) \neq 0$, etc. (see Section 7 and the addendum for a more detailed discussion).

The Chebyshev polynomial $T_6$ is not definite with respect to $a = -\sqrt{3}/2$ and $b = \sqrt{3}/2$ (see [47] and the addendum).

(There is an incorrect claim in [24] that any $P$ is definite.)

The following theorem is the main result of [10].

Theorem 3.1. For a fixed definite $P$ and for a fixed degree $d$, there exists an $\epsilon = \epsilon(P, d) > 0$ such that, for any $Q$ of degree $d$ with $\|Q\| \leq \epsilon$, the center and composition conditions coincide.

A sketch of the proof of Theorem 3.1 is given in Section 3.1.
Remark. In the recent paper [64], an interesting analysis of the center problem for the Abel differential equation is presented, which is partly similar to our approach. In particular, Theorem 5.6 of [64] is essentially a special case of our theorem 3.1 for \( P \) of degree 2. Although, formally, the statement of Theorem 5.6 of [64] is weaker (it does not guarantee the uniformity of the “locality size” with respect to the polynomials \( Q \) of a fixed degree), we believe that the proof of Theorem 5.6 of [64] essentially provides the uniform bound.

The approach developed in [10] allows us to compute also the local Bautin ideal of (2.1) (i.e., the ideal in the local ring of polynomials in the coefficients of \( Q \) generated by the Taylor coefficients of the Poincaré return mapping; see Section 3.1 below). For a definite \( P \), this ideal turns out to be generated by the moments \( m_k \) (considered as polynomials in the coefficients of \( Q \)). In particular, this implies an explicit bound on the “cyclicity” of the zero solution to (2.1), i.e., on the number of “periodic” solutions \( y \) (with \( y(a) = y(b) \)) which can bifurcate from the zero solution.

To be more precise, for a definite \( P \), we define the moment Bautin index \( N(P, d) \) as follows.

**Definition 3.2.** The moment Bautin index \( N(P, d) \) is the minimal number of the moments \( m_k = \int_a^b P_k(x)q(x)dx \) whose vanishing implies the composition condition (3.1) for any \( Q \) with \( \deg Q \leq d \).

The moment Bautin index is explicitly known for \( \deg P \leq 3 \) (see [22], [23], [8]). Under the assumption that all the roots of \( P \) are different, it is equal to \( [\deg Q/\deg P] + 1 \). For real \( P \) and \( Q \), \( N(P, d) \) can be expressed explicitly through the degree of \( P \) and \( d = \deg Q \) by using the standard techniques of moments and elimination of quantors in real algebraic geometry (see [24], [66]). In general, the existence of \( N(P, d) \) follows from the stabilization of decreasing sequence of linear subspaces (the zero sets of the sequence of the moment equations) in the space of the coefficients of \( Q \). A natural conjecture is that \( N(P, d) \) always depends only on the degree of \( P \) and on \( d \). We discuss the computation of \( N(P, d) \) in more detail in Section 4.

Let a definite \( P \) and \( \deg Q = d \) be fixed, and let \( \epsilon = \epsilon(P, d) > 0 \) be as defined in Theorem 3.1. The following result is obtained in [10] by the techniques of [33], [34].

**Theorem 3.2.** There is a \( \delta = \delta(P, d) > 0 \) such that, for any \( Q \) with \( \| Q \| \leq \epsilon \), the number of solutions \( y \) to (2.1) satisfying \( y(a) = y(b) \) and \( |y(a)| \leq \delta \) does not exceed \( N(P, d) \).

3.1. Center equations. A classical approach to determining the center-focus conditions for the Abel equation (2.1) is to seek its solutions in the form of the power series representing the Poincaré first return map

\[
y(x, y_a) = y_a + \sum_{k=2}^{\infty} v_k(x, \lambda)y_a^k,
\]

where \( y(a, y_a) = y_a \) is the initial value at the point \( a \) and \( \lambda = (\lambda_1, \lambda_2, \ldots) \) is the (finite) set of the coefficients of \( p \) and \( q \). We shall write \( v_k(x) \) for short. Then
\( y(b) = y(b, y_a) = y_a + \sum_{k=2}^{\infty} v_k(b)y_a^k \) and, hence, the condition \( y(b) \equiv y(a) \) is equivalent to \( v_k(b) = 0 \) for \( k = 2, 3, \ldots, \infty \).

It is easy to show (by substituting of the expansion (3.3) into the equation (2.1)) that \( v_k(x) \) satisfy the recurrence relations

\[
\begin{cases}
  v_0(x) \equiv 0, \\
  v_1(x) \equiv 1, \\
  v_n(0) = 0, \\
  v'_n(x) = p(x) \sum_{i+j=n} v_i(x)v_j(x) + q(x) \sum_{i+j+k=n} v_i(x)v_j(x)v_k(x), \quad n \geq 2.
\end{cases}
\]  

(3.4)

It was shown in [19] that, in fact, the recurrence relations (3.4) can be linearized; to be more precise the ideals \( I_k = \{v_1, v_2, \ldots, v_k\} \) are generated by \( \{\psi_1(x), \ldots, \psi_k(x)\} \), where \( \psi_k(x) \) satisfy the linear recurrence relations

\[
\begin{cases}
  \psi_0(x) \equiv 0, \\
  \psi_1(x) \equiv 1, \\
  \psi_n(0) = 0, \\
  \psi'_n(x) = -(n-1)\psi_{n-1}(x)p(x) - (n-2)\psi_{n-2}(x)q(x), \quad n \geq 2.
\end{cases}
\]  

(3.5)

which are much more convenient than (3.4).

Now, we see that each \( v_k(x) \) can be written as a sum of iterated integrals of the form

\[
\text{const} \cdot \int q \int p \ldots \int p \int q
\]

(the order and the number of the integrands \( p \) and \( q \) vary). An explicit analysis of these expressions is not easy. Integration by parts can be used to simplify them, but it leads to a “word problem”, which has been analyzed only partly (and for the recurrence relation (3.4)) in [28], [29]. Under the assumption that \( P(a) = Q(a) = 0 \), the first seven equations have the form (see, e.g., [24])

\[
0 = P(b), \quad 0 = Q(b), \quad 0 = m_1, \quad 0 = m_2, \\
0 = m_3 - \frac{1}{2} \int_a^b pQ^2, \quad 0 = m_4 - 2 \int_a^b PpQ^2, \\
0 = m_5 - \int_a^b \frac{1}{2} Q^3p + 23P^3Q - 77 \int_a^b P^2(t)q(t)dt \int_a^t Pq.
\]

The following theorem summarizes the relevant facts about the center equations.

**Theorem 3.3.** The degrees of the center equations considered as polynomials in the coefficients of \( Q \) grow linearly with slope \( \frac{1}{2} \). The linear terms of these equations are the moments \( m_k \). If the composition condition (3.1) is satisfied, then each term in the center equations vanishes.

The following result is essentially a version of the Nakayama Lemma from commutative algebra (see, e.g., [37, Chapter 4, Lemma 3.4]) adapted to our situation.
Lemma 3.1. Let \( f_1, \ldots, f_m \) be polynomials in \( n \) complex variables. Suppose that \( f_i = f^1_i + f^2_i \) for \( i = 1, \ldots, m \), where all \( f^1_i \) are homogeneous of degree \( d_1 \) and all terms of \( f^2_i \) have degrees greater than \( d_1 \).

Let \( C = \{ f_1 = 0, \ldots, f_m = 0 \} \) and \( C^1 = \{ f^1_1 = 0, \ldots, f^1_m = 0 \} \). Assume in addition that \( f^1_1, \ldots, f^1_m \) generate the ideal \( I_1 \) of the set \( C^1 \) and that each \( f^2_i \) vanishes on \( C^1 \).

Then there exists an \( \epsilon > 0 \) such that, for the ball \( B_\epsilon \) in \( \mathbb{C}^n \),

(i) \( C \cap B_\epsilon = C^1 \cap B_\epsilon \);
(ii) the ideals \( I = \{ f_1, \ldots, f_m \} \) and \( I_1 = \{ f^1_1, \ldots, f^1_m \} \) in the ring of holomorphic functions on \( B_\epsilon \) coincide.

We apply this lemma to the center equations with \( f^1_i = m_i \). Since, for a definite \( P \), the moment equations imply composition, \( C^1 \) is the linear subspace \( L \) of the space of polynomials \( Q \) consisting of all \( Q \) satisfying the composition condition (3.1).

The moments \( m_i \), being linear equations defining this subspace \( L \), also generate its ideal. By Theorem 3.3, the higher-order terms in the center equations vanish on \( C^1 \). Lemma 3.1 implies now our main results, Theorem 3.1 and Theorem 3.4 concerning the Bautin ideals (see below).

Let \( B_\epsilon \) denote the ball of radius \( \epsilon \) in the space of polynomials \( Q \) of degree \( d \). Consider the ring \( R_\epsilon \) of holomorphic functions on \( B_\epsilon \). The Bautin ideal in \( R_\epsilon \) is the ideal \( I \) in \( R_\epsilon \) generated by all Taylor coefficients \( v_2, v_3, \ldots \) of the Poincaré first return mapping which are considered as polynomials in the coefficients of \( Q \). The minimal number \( b \) of polynomials \( v_i \) generating \( I \) (i.e., such that \( I = \langle v_2, \ldots, v_b \rangle \)) is called the Bautin index (see, e.g., [53]).

Theorem 3.4. The Bautin ideal \( I \) coincides with the ideal \( J \) generated by all moments \( m_i \). It is in fact generated by \( v_2, v_3, \ldots, v_{N+3} \) or by \( m_1, m_2, \ldots, m_N \) \((N = N(P, d) \text{ was defined above})\). In particular, the Bautin index \( b \) coincides with the moment Bautin index \( N(P, d) \) plus 3.

In Section 6, we return to the approach of the present section, applying it to the center conditions on a closed curve.

4. The Quantitative Moment Problem

This problem is a natural generalization of the original moment problem, and it can be considered for each of the specific settings discussed in this paper. In what follows, we restrict ourselves to the following specific questions:

(a) What are bounds for the moment Bautin index \( N(P, d) \)?
(b) What is the “deviation” of \( Q \) from the composition condition for a definite \( P \) if the first \( N(P, d) \) moments are not exactly zero but small?

Both these questions are directly motivated by the local center conditions of Section 3. An explicit answer gives an explicit bound for locality in the local center conditions. We believe that the above “quantitative” questions are important for themselves, in particular, because of the central role played by the moment conditions in complex analysis.
Below, we discuss some cases where explicit answers can be given. In each of these situations, the questions (a) and (b) are treated together.

If $P$, $Q$, and the integration interval are real, we can use the techniques of real moments [1], [24], [66]. The change of variables $P(x) = s$ gives the standard moments $m_k = \int_J s^k g(s) ds$, where $J$ is the interval between max $P(x)$ and min $P(x)$ on $[a, b]$ and $g(s)$ is the sum of $(q/p)(P^{-1}(s))$ over all values of $P^{-1}(s)$ in the interval $[a, b]$. For $P$ and $Q$ of fixed degrees, $g(s)$ is a semi-algebraic function of fixed “combinatorial complexity” (degree), and the maximal possible number $N$ of its zeroes on $J$ can be estimated explicitly (see [66]). Assume for simplicity that $g(s)$ has only simple zeroes. Then $N(P, d)$ cannot exceed $N + 1$. Indeed, we can construct a real polynomial $h(s)$ of degree $N$ whose zeroes coincide with the zeroes of $g(s)$ and which has the same sign as $g(s)$ between zeroes. Hence $\int_J h(s) g(s) ds$ is positive. But this integral is a linear combination of the first $N + 1$ moments. Therefore, if these first $N + 1$ moments vanish, then $g(s)$ must vanish identically on $J$, which implies vanishing of the rest of the moments. (Note that vanishing of $g(s)$ is a version of the sum-of-branches vanishing condition considered in Section 7 and in the addendum).

This argument can be put in a quantitative form by using Markov–Bernstein-type inequalities for polynomials and algebraic functions. In this way, an explicit answer to the second question can also be obtained. The detailed proofs are given in [66].

For a $P$ of degree 2, a convenient method for analyzing one-sided moments has been suggested in [8]. It consists in a representation of $Q$ essentially via the basis of the ring of polynomials in $x$ considered as a module over the polynomials in $P$. In this basis (for $P$ of degree 2), the moment equations have a very simple matrix representation. As a result, both questions (a) and (b) can be answered: $N(P, d) = [\deg Q/2]$, and the bounds in question (b) can be explicitly written. However, for higher degrees of $P$, the matrices become much more complicated, and only partial results can be obtained by this method; see [8], [10] for details.

In [15], [16], [20], [21], [22], [23], an algebraic method for analyzing vanishing of the moments has been developed. This method introduces a rather delicate algebraic techniques, which relate moments of different orders. Recently, this method has been extended in [17] to produce quantitative information on “near-vanishing” moments. In particular, the following result is obtained in [17]. Consider the “moment polynomials” $m_k(x)$ defined by

$$m_k(x) = \int_a^x P^k(t)q(t) dt.$$  \hspace{1cm} (4.1)

**Theorem 4.1.** Let $P$ be a polynomial of degree $m$. Suppose that $2l \geq m + 1$ and $x_1, \ldots, x_l$ are $l$ different zeroes of $P$. Then, for any $Q$ of degree $d$, vanishing of $N(P, d) = [d/(2l - m)] + 1$ moments $m_k(x)$ at all the points $x_1, \ldots, x_l$ implies the composition condition. If not all of these moments vanish, then the deviation of $Q$ from the composition condition can be estimated through the maximum of the absolute values of $m_k(x_j)$, where $k = 0, 1, \ldots, N(P, d)$ and $j = 1, \ldots, l$.

In particular, this theorem gives explicit answers to questions (a) and (b) for $P$ of degree 2 or 3.
5. Double Moments of Rational Functions on a Closed Curve

In this section, the results of [13], [11] are discussed. The main result is a simple and constructive necessary and sufficient condition for vanishing of double moments obtained by combining the composition approach with the general Wermer–Harwey–Lawson theorem.

Assume that $P$ and $Q$ are rational functions and consider, as above, the double moments

$$m_{i,j} = \int_{\gamma} P^i(x)Q^j(x) dQ, \quad i, j = 0, 1, \ldots,$$

where $\gamma$ is a path, closed or non-closed.

The classical result of Wermer, Harwey, and Lawson [60], [61], [2], [38] implies that, if the image of $\gamma$ under the map $z \mapsto P(z), Q(z)$ is closed, then vanishing of all the moments $m_{i,j}$ is equivalent to the condition that the image of the curve $\gamma$ under $(P, Q)$ bounds a compact analytic one-chain in $\mathbb{C}^2$.

It is easy to see that, if $P$ and $Q$ are rational functions, this one-chain is a part of the rational curve $Y$ in $\mathbb{C}^2$ parametrized by $P$ and $Q$:

$$\varphi = (P, Q): \mathbb{C}P^1 \to Y \subseteq \mathbb{C}^2.$$ (5.2)

So the Wermer–Harwey–Lawson theorem says that the moments $m_{i,j}$ vanish if and only if the curve $(P, Q)(\gamma)$ is homologous to zero in $Y$. In turn, the Lüroth theorem (see, e.g., [57] and Section 10.1 in the addendum) connects the topological properties of $\varphi = (P, Q)$ with a composition representation of the functions $P$ and $Q.

Definition 5.1. A rational function $W$ of maximal degree such that $P(z) = \tilde{P}(W(z))$ and $Q(z) = \tilde{Q}(W(z))$ for some rational $\tilde{P}$ and $\tilde{Q}$ is called a composition greatest common divisor (CGCD) of $P$ and $Q$. If the degree of $W$ is 1, then $P$ and $Q$ are called relatively prime (in the composition sense).

The Lüroth theorem implies that the degree of $\varphi = (P, Q)$ is equal to the degree of a CGCD $W$ of $P$ and $Q$. In particular, for $P$ and $Q$ relatively prime in the composition sense, this mapping is a birational isomorphism. This provides a complete topological description of the affine curve $Y$. Indeed, for a generic point $y \in Y$, the preimage $\varphi^{-1}(y)$ consists of one point. There is a finite number of points $y_1, \ldots, y_l \in Y$ which have more than one preimage under $\varphi$. Let $\varphi^{-1}(y_m) = \{x_{m1}, \ldots, x_{mn_m}\}$.

Finally, $\varphi$ takes each pole of $P$ or $Q$ in $\mathbb{C}P^1$ to a point of $Y$ “at infinity”. Let us denote these poles by $p_1, \ldots, p_r, q_1, \ldots, q_s$, respectively. We obtain the following result.

Lemma 5.1. An affine curve $Y \subseteq \mathbb{C}^2$ is homeomorphic (under $\varphi = (P, Q)$) to $U = \mathbb{C}P^1 \setminus \{p_1, \ldots, p_r, q_1, \ldots, q_s\}$ with the points $\{x_{m1}, \ldots, x_{mn_m}\}$ glued together for each $m = 1, \ldots, l$.

It remains to note that a closed curve $\gamma$ considered as a curve in $\mathbb{C}P^1$ is homologous to zero in $U$ if and only if all the poles of $P$ and $Q$ lie on one side of $\gamma$ (i.e., the rotation index of $\gamma$ around each pole of $P$ and $Q$ is zero).
We obtain the following criterion for vanishing of double moments on a closed curve $\gamma$.

**Theorem 5.1.** Let $P$ and $Q$ be relatively prime (in the composition sense) rational functions. Then $m_{ij} = 0$ for all $i, j \geq 0$ if and only if all the poles of $P$ and $Q$ lie on one side of $\gamma$.

Now, consider the case where $P$ and $Q$ are not assumed to be relatively prime. Let $W$ be the CGCF of $P$ and $Q$, i.e., $P = \tilde{P}(W)$ and $Q = \tilde{Q}(W)$, where $\deg W > 1$ and $\tilde{P}$ and $\tilde{Q}$ are relatively prime rational functions.

**Theorem 5.2.** For $P$ and $Q$ as above, $m_{ij} = 0$ for all $i, j \geq 0$ if and only if all the poles of $\tilde{P}$ and $\tilde{Q}$ lie on one side of $W(\gamma)$.

These results can be considered as an interpretation for rational $P$ and $Q$ of the homological composition condition above.

6. **The Center Problem on a Closed Curve**

In many aspects, the center problem on a closed curve is similar to the one considered in Section 3. In particular, the center equations and their relation to one-sided moments remain exactly the same as above. The main difference is that, at present, we have no description of one-sided moments on a closed curve, and hence we cannot make a general conclusion that their vanishing implies vanishing of higher-degree terms in the center equations. Consequently, the general approach of Section 3 can be applied only to special cases of the Abel equation on closed curve.

One such special example is given by the equation

$$y' = y^2 + q(x)y^3$$

(6.1)

on the unit circle $S^1$. Here $P = x$, and vanishing of the one-sided moments

$$m_k = \int_{S^1} x^k q(x) dx, \quad k = 0, 1, \ldots$$

(6.2)

implies that $q(x)$ is holomorphic inside the unit disk. In turn, this implies vanishing of all the multiple integrals in the center equations. Hence, the approach of Section 3 applies, and, restricting $Q$ to say, the Laurent polynomials of degree $d$, we get the following result.

**Theorem 6.1.** For a fixed degree $d$, there exists an $\epsilon = \epsilon(d) > 0$ such that, for any $Q$ of degree $d$ with $\|Q\| \leq \epsilon$, the center condition for the equation (6.1) is equivalent to $Q$ being regular inside the unit disk.

Taking into account that the number $N(x, d)$ of vanishing moments (6.2) necessary to ensure the regularity of $Q$ is exactly $d$, we obtain the following result.

**Theorem 6.2.** There is a $\delta = \delta(d) > 0$ such that, for any $Q$ with $\|Q\| \leq \epsilon$, the number of solutions $y$ to (6.1) with $|y(1)| \leq \delta$ which do not ramify on $S^1$ does not exceed $d$. 
Similar arguments work in some other special cases; we do not consider them here, referring the reader to \([10]\).

Another natural question is: What is the relation of the center condition to vanishing of the double moments \((5.1)\)? The examples arising from homogeneous planar systems \((2.9)\) show that, in general, the center condition does not imply vanishing of double moments (see \([14]\)). Of course, the same examples show that, in general, the center condition does not imply composition (see \([3]\)). It is important also that the double moment condition is symmetric with respect to \(P\) and \(Q\), while the Abel equation \((2.1)\) is not. Indeed, there are centers of \((2.9)\) (of degrees 2 and 3) which lead, via the Cherkas transformation, to Abel equations \((2.1)\) with \(P\) and \(Q\) being Laurent polynomials such that interchanging \(P\) and \(Q\) destroys their center property (see \([14]\)).

Conversely, the moment condition implies the center one for \(P\) and \(Q\) being Laurent polynomials and, in many cases, for \(P\) and \(Q\) being general rational functions. The following results are proved in \([13]\), \([11]\).

**Theorem 6.3.** If \(P\) and \(Q\) are Laurent polynomials, then vanishing of \(m_{i,j}\) on \(S^1\) implies that the Abel equation \((2.1)\) has a center on \(S^1\).

For \(P\) and \(Q\) being general rational functions, the validity of the assertion of Theorem 6.3 depends on the geometry of the curve \(\gamma\) and its image \(W(\gamma)\) under a composition greatest common divisor \(W\) of \(P\) and \(Q\).

**Theorem 6.4.** Let \(P\) and \(Q\) be relatively prime rational functions, and let \(\gamma\) be a simple closed curve (without self-intersections). Then the moment condition for \(P\) and \(Q\) implies the center condition.

**Theorem 6.5.** Let \(W\) be a CGCD of \(P\) and \(Q\). If \(\gamma\) and \(W(\gamma)\) are simple closed curves, then the moment condition implies the center condition.

Without the above geometric constraints, it may happen that the homological composition condition is satisfied, while the homotopy one is not. Indeed, the curve \(\gamma\) (or \(W(\gamma)\)) may go around the poles in such a way that it is homologous but not homotopic to zero in \(U\). This may lead to the violation of the center condition (although we do not have examples of such rational \(P\) and \(Q\)).

Finally, for \(P\) and \(Q\) being Laurent series (but not polynomials), the moment condition does not generally imply the center one. In \([9]\), \([14]\), it is shown that, if \(P\) and \(Q\) are the Weierstrass elliptic function and its derivative, respectively, and \(\gamma\) is a small circle around zero, then the moment condition is satisfied, while \((2.1)\) does not have a center. In fact, for \(W\) being a factorization mapping of the complex plane to the torus \(T\), the homological composition condition is satisfied, i.e., \(W(\gamma)\) bounds a compact domain \(D\) in \(T\) where the Weierstrass function and its derivative are regular. However, \(D\) is not simply connected, and hence the homotopy composition condition is violated. The computations performed in \([9]\), \([14]\) show that, indeed, the equation \((2.1)\) does not have a center. In fact, the double integral in the last (seventh) center equation given in Section 3.1 does not vanish. This seventh Poincaré coefficient can be expressed through the discriminant of the underlying elliptic curve \([9]\), \([14]\).
7. Cauchy-Type Integrals of Algebraic Functions

In this section, we present the results of [50] concerning the Cauchy-type integrals

\[ I(t) = \frac{1}{2\pi i} \int_{\gamma} \frac{g(z)dz}{z-t}, \]

where \( \gamma \) is a curve in the complex plane \( \mathbb{C} \) and \( g(z) \) is an algebraic function. We shall write also \( I(\gamma, g, t) \) for this integral.

More precisely, we assume that, on each segment of a certain partition of \( \gamma \), the function \( g(z) \) is given by an analytic continuation of a germ of an algebraic function. Accordingly, it is always assumed below that the branches of \( g(z) \) on each segment of the partition of \( \gamma \) are chosen in advance and, in this sense, \( g(z) \) is univalent on \( \gamma \). Of course, an analytic continuation of \( g(z) \) outside the partition segments may ramify.

The main problem under consideration is to find conditions for identical vanishing of \( I(t) \) near infinity. Since, for \(|t| \gg 1\),

\[ I(t) = -\frac{1}{2\pi i} \sum_{k=0}^{\infty} m_k t^{-k-1}, \]

where \( m_k = \int_{\gamma} z^k g(z)dz \), this is equivalent to finding conditions for all the moments \( m_k \) to vanish. The main reason for a consideration of the above integrals is that vanishing of one-sided moments (2.6), which plays a central role in the present paper (and which is discussed in detail in the addendum), can be reduced to vanishing of a Cauchy-type integral by the substitution \( P(x) = z \).

For \( \gamma \) being a path without self-intersections, the answer is well-known (see, e.g., [46]). If \( \gamma \) is closed, then \( I(t) \equiv 0 \) near infinity if and only if \( g = 0 \) is a boundary value of a holomorphic function in the compact domain bounded by \( \gamma \). If \( \gamma \) is not closed, this can happen only for \( g(z) \equiv 0 \). However, for \( \gamma \) being a curve with self-intersections, the situation becomes much more complicated. Of course, as in Section 5, a “homological” condition (that \( g \) bounds a holomorphic chain on \( \gamma \)) is valid (see, e.g., [46] and Lemma 7.1 below). However, this condition does not provide a general “constructive” answer, as we would like to have in the moment problem. Although the setting of the moment problem is very classical, a general answer seems not to be known. As it is clear from the results on the moments vanishing presented in this paper (especially in the addendum), this answer cannot be too simple.

Our approach is to reduce the problem to studying the combinatorial structure of the ramification of \( g \) with respect to \( \gamma \).

The following main results are obtained in [50].

7.1. A necessary and sufficient condition is given for vanishing \( I(t) \) near \( \infty \) in terms of the ramification structure of \( g \) with respect to \( \gamma \). Consider an auxiliary curve \( S \) which starts outside of \( \gamma \), crosses \( \gamma \) transversally at regular points \( \gamma \), and does not pass through the ramification and jump points of \( g \).

An “analytic continuation across \( \gamma \)” (and along \( S \)) is defined as follows. We start with the identically zero function. At each crossing of \( S \) and \( \gamma \), we add to the
preceding function the function $g$ at the crossing point (with the sign corresponding to the orientation of the crossing) and analytically continue the resulting sum along $S$ to the next crossing.

Of course, an analytic continuation along $S$ across $\gamma$ is just a convenient way to summarize a classical description of the behavior of the Cauchy-type integrals on the curve $\gamma$. However, for an algebraic $g$, this description can be made much more explicit.

The following lemma is also a reformulation of the classical homological condition for vanishing of $I(t)$ near $\infty$ (that $g$ bounds a holomorphic chain on $\gamma$).

**Lemma 7.1.** $I(t) \equiv 0$ at $\infty$ if and only if the continuation across $\gamma$ started with $u \equiv 0$ near $\infty$ does not depend on the choice of the curve $S$ and gives a uniquely defined regular algebraic function $F_i$ on each domain $D_i$.

**Lemma 7.1** can be made into a convenient and strong algebraic tool for investigation of Cauchy type integrals of algebraic functions. First of all, we verify that the Cauchy integral $I(t)$ depends near $\infty$ only on the homotopy class of $\gamma$ (with the “jump points” of $g$ fixed) in $\mathbb{C}$ minus the singularities of $g$. Consequently, $\gamma$ is reduced to a special simple form, called the diagram of the Cauchy integral $I(t)$.

Let $U$ denote the complex plane $\mathbb{C}$ from which all singular points of $g$, except the jump points of $g$ on $\gamma$, are removed. It can be shown that the analytic continuation along $S$ across $\gamma$ depends only on the homotopy class of the continuation path $S$ in $U$. This leads to a definition of the action $A$ of the fundamental group of $U$ on the $Z(G)$-module $M$ consisting of all finite sums of branches of the algebraic function $g$; here $G$ is the monodromy group of $g$.

The action $A$ allows us to define certain submodules $M_0$ and $M_i$ of the $Z(G)$-module $M$ (corresponding to the vanishing sums of the branches of $g$ and to the sum of singularities at each singular point of $g$). Our first main result is a necessary and sufficient condition for $I(t) \equiv 0$ at $\infty$ in terms of these algebraic objects.

This condition can be explicitly verified for an explicitly given $\gamma$ and a piecewise algebraic function $g$. In particular, it is satisfied for $g(z) = \sqrt{z}$ and a curve $\gamma$ winding twice around 0, and it is not satisfied for $g(z) = \sqrt{z(z-1)}$ and a curve $\gamma$ going around 0 and 1 as figure eight.

The algebraic objects described above provide a convenient and strong tool for investigating Cauchy-type integrals of algebraic functions. They allow us, in particular, to describe the structure of the analytic continuation of $I(t)$, give conditions for $I(t)$ being an algebraic function, and show that, near infinity, $I(g, \gamma, t)$ cannot be equal to a (nonzero) polynomial, an entire function, or even to a nonzero function admitting a meromorphic continuation to $\mathbb{C}$ (under assumption that $g$ has no poles).

**7.2.** The next main result of [50] describes the local structure of $I(t)$ near the end point $z_0$ of $\gamma$, which is also a ramification point of $g$. We believe, this result is new. It gives a very accurate description of the logarithmic ramification of $I(t)$ near $z_0$ starting with a very accurate description of $g$, namely, its Puiseaux series at $z_0$. Let

$$g(z) = \sum_{k=0}^{\infty} a_k (z - z_0)^{k/n}$$  \hspace{1cm} (7.3)
be a Puiseaux series of \( g(z) \) at \( z_0 \). We denote the “regular part” of \( g(z) \) at \( z_0 \) by \( g_r(z) \):

\[
g_r(z) = \sum_{\ell=0}^{\infty} a_{n\ell}(z - z_0)^{\ell}. \tag{7.4}
\]

Let \( \tilde{g}(u) \) be the regular function

\[
\tilde{g}(u) = \sum_{k=0}^{\infty} a_k u^k. \tag{7.5}
\]

We fix a certain branch \( t_0 \) of \( (t - z_0)^{1/n} \) and denote the \( n \)th roots of \( t - z_0 \) by \( t_j \), where \( j = 0, \ldots, n - 1 \); thus, \( t_j = \epsilon^j t_0 \), \( \epsilon = e^{2\pi i/n} \).

**Theorem 7.1.** In a neighborhood of \( z_0 \),

\[
I(t) = R(t) + \sum_{j=0}^{n-1} c_j \tilde{g}(t_j) + \frac{1}{2\pi i} \sum_{j=0}^{n-1} \tilde{g}(t_j) \log(c - t_j) - \frac{1}{2\pi i} g_r(t) \log(t - z_0). \tag{7.6}
\]

Here \( R(t) \) is a regular function, \( c \neq 0 \), and \( c_j \) are constants.

Since the only term in (7.6) which has an infinite ramification at \( z_0 \) is the one containing \( \log(t - z_0) \), and since \( g_r(t) \) is, in fact, the average of all local branches of \( g \) at \( z_0 \), we get the following result.

**Theorem 7.2.** The analytic continuation of \( I(t) \) has a finite ramification at \( z_0 \) if and only if the sum of all local branches of \( g \) at \( z_0 \) vanishes identically.

As applied to the moment problem, Theorem 7.2 provides an alternative way to obtain a necessary condition for vanishing of the moments in terms of vanishing of the “sum of branches” of \( g \). This condition is central to the investigation of vanishing of moments (see equation (3) in Section 9.3 of the addendum); it was explicitly obtained earlier in [48] by different methods. In this context, Theorem 7.3 can be considered also as a natural generalization of computations performed by Christopher in [27] and by Briskin in [18].

**7.3.** On the basis of the above-mentioned results (and of some further results in these directions obtained in [50]), the necessity of the composition condition for vanishing of one-sided moments can be proved for certain additional (with respect to the cases discussed in the addendum) classes of polynomials \( P \). This extends the list of “definite” polynomials \( P \), which is crucial for our approach to the local center conditions. These new classes are determined by the geometry of the curve \( \gamma = P([a, b]) \). In this connection, some geometric invariants of complex univalent polynomials are introduced and studied. The main result is the following theorem.

**Theorem 7.3.** Let \( P(x) \) be a complex polynomial such that \( P(a) = P(b) = z_0 \). Assume that there exists a path \( \Gamma \) joining \( a \) and \( b \) in \( \mathbb{C} \) such that \( z_0 \) is on the boundary of the domain \( D_0 \) exterior to \( \gamma = P(\Gamma) \) and \( z_0 \) is a simple point of \( \gamma \). Then, for any polynomial \( Q \), the one-sided moments \( m_k \) defined by (2.6) vanish if and only if the composition condition is satisfied.
In [50], we also extend some results of [48] from polynomials to rational functions; in particular, we show that vanishing of the double moments of rational $P$ and $Q$ implies the rational composition condition. In the case of a doubly transitive monodromy group of $P$, we prove, following [48], that vanishing of the one-sided moments (2.6) implies the rational composition condition.

7.4. The conditions for vanishing of $I(t)$ near infinity imply that a jump of $g$ on $\gamma$ may occur only at a ramification point of $g$. In [50], we give an example showing that such a jump may occur indeed. We present a curve $\gamma$ and an algebraic function $g$ which does ramify on $\gamma$ such that $I(\gamma, g, t) \equiv 0$ for $t$ close to $\infty$. This example seems to us to be quite unexpected. It is closely related to a recent counterexample ([47]; see the addendum) to the moment composition conjecture (that vanishing of one-sided polynomial moments is equivalent to the polynomial composition condition). The example is as follows.

Theorem 7.4. Let $g(z) = Q(P^{-1}(z))$, where $Q(x) = T_2(x) + T_3(x)$ and $P(x) = T_6(x) \ (T_n(x) = \cos(n \arccos(x))$ is the $n$th Chebyshev polynomial). Suppose that $\gamma$ has the form $P(\Gamma)$, where $\Gamma$ is an arbitrary path in $\mathbb{C}$ joining the points $-\sqrt{3}/2$ and $\sqrt{3}/2$, and the function $g$ is analytically continued from $Q(-\sqrt{3}/2)$ along $\gamma$ in the positive direction. Then $I(\gamma, g, t) \equiv 0$ for $t$ close to $\infty$, while the branches of $g$ on the two sides of $\gamma$ near $0$ cannot be obtained from one another by any local analytic continuation.

8. Some Formal Aspects of the Center-Focus and Moment Problems

In this section, we discuss several questions, which represent the “formal” side of the center-focus and moment problems and of their mutual relations. This discussion is very preliminary, although we believe that the investigation in this direction may be important.

8.1. The stabilization problem. As explained in Section 3.1, the center subset $C$ in the space of coefficient of the polynomials $P$ and $Q$ is defined by an infinite sequence of algebraic equations. The sets of zeroes of this sequence stabilize, as well as the Bautin ideals generated by the center equations. Knowledge of the moment of stabilization would provide (at least formally) a solution to the center-focus problem.

It might be interesting to investigate how this stabilization moment can depend on the degrees of $P$ and $Q$ and to provide lower bounds for it. It is known that certain stabilization problems in ideals lead to very fastly growing functions, while in applications to zeroes of solutions to differential equations, this rate can be reduced to double exponential (see [63]).

The same question can be posed for the moment problem (in its various settings). Here we can expect a much more constructive and explicit answer. (The moments appearing in the infinitesimal version of the center-focus problem share many properties of the classical Abelian integrals). Some preliminary results are given in Section 4 above.
8.2. Word problems. It was shown in Section 3.1 that the center equations can be written as sums of iterated integrals, where each summand has the form

$$\text{const} \cdot \int q \int p \ldots \int p$$

(the order of the integrands p and q varies). An explicit analysis of these expressions is not easy. Integration by parts can be used to simplify them, but it can be applied in different ways, which leads to different expressions. A formal analysis of this situation performed in [28], [29] leads to “word problems”, a formal treatment of which provides an important information on the center equations. (Notice that, in [28], [29], the nonlinear recurrence relation (3.4) was used, while transformations of words gave the linear relation (3.5)).

It would be useful to bring the center equations to a simplest canonical form. As the first step, it was shown in [18], [32] that, by successive integration by parts, each summand in the center equations can be brought to the form

$$\int P^{i_1} q \int P^{i_2} q \ldots \int P^{i_m} q.$$  

Iterated integrals cannot be eliminated by formal transformations, which apply to any specific setting of the problem. Indeed, in the Abel equation with elliptic coefficient given in [9], [14], some of the center equations are non-zero, while all the double moments vanish. Hence, the center equations cannot be generally reduced to the double moments. In particular, the double integral in the seventh center equation given in Section 3.1 cannot be eliminated.

Computations suggest that the similarity between the algebraic structures of one-sided and double moments and the center equations is much deeper than hitherto appears. We expect that at least a part of algebraic techniques developed in [15], [16], [17], [21], [22], [23] for the case of one-sided moments can be applied also to the center equations.

Let us conclude with the following remark: the notion of a definite polynomial is central to our approach to the local center conditions. However, the classes of definite polynomials considered in the addendum, in Section 7, and in [15], [16], [17], [21], [22], [23] are described in different terms. It would be important to clarify the formal nature of this notion.

ADDENDUM

F. PAKOVICH

9. Polynomial Moment Problem and Composition Conjecture

9.1. Introduction. In this addendum, we review some results related to the following “polynomial moment problem”: For a complex polynomial \( P(z) \) and distinct \( a, b \in \mathbb{C} \) to describe polynomials \( q(z) \) such that

\[
\int_a^b P^i(z)q(z)dz = 0
\]

for all integer non-negative \( i \). This problem, under the additional assumption \( P(a) = P(b) \), arose in the series of papers [19], [20], [21], [22], [23] of M. Briskin, J.-P. Françoise and Y. Yomdin as an infinitesimal version of the center problem for the Abel differential equation in a complex domain.

It may happen that (1) has no non-trivial solutions at all. For example, if \( P(z) = z \), then \( q(z) = 0 \) is the only polynomial solution to (1), since the Stone–Weierstrass theorem implies that the only continuous complex-valued function which is orthogonal to all powers of \( z \) on \([a, b]\) is zero. On the other hand, if \( P(a) = P(b) \), then non-trivial solutions to (1) always exist. Indeed, let \( Q(z) = R(P(z)) \), where \( R(z) \) is any complex polynomial. Then \( q(z) = Q'(z) \) satisfies (1), since

\[
\int_a^b P^i(z)q(z)dz = \int_{P(a)}^{P(b)} y'R'(y)dy = 0.
\]

More generally, the following “composition condition” imposed on \( P(z) \) and \( Q(z) = \int q(z)dz \) is sufficient for the polynomials \( P(z) \) and \( q(z) \) to satisfy (1): there exist polynomials \( \tilde{P}(z) \), \( \tilde{Q}(z) \), and \( W(z) \) such that

\[
P(z) = \tilde{P}(W(z)), \quad Q(z) = \tilde{Q}(W(z)), \quad \text{and} \quad W(a) = W(b).
\]

The sufficiency of condition (2) follows from \( W(a) = W(b) \) after the change of variable \( z \rightarrow W(z) \).

It was suggested in the papers cited above (the “composition conjecture”) that, under the assumption \( P(a) = P(b) \), condition (1) is equivalent to condition (2). This conjecture was verified in several special cases. In particular, when \( a \) and \( b \) are not critical points of \( P(z) \) [27], when \( P(z) \) is indecomposable [48], and in some other special cases ([19], [20], [21], [22], [23], [54], [50]). Nevertheless, in general, the composition conjecture is not true as it was shown in the paper [47].

This addendum is organized as follows. In Section 9, we discuss counterexamples to the composition conjecture and propose a new conjecture describing solutions to (1). Also we give a necessary condition, obtained in [50], for polynomials \( P(z) \) and \( q(z) = Q'(z) \) to satisfy (1), which reduces the set of equations (1) to a certain linear relation over \( \mathbb{Z} \) between the branches of the algebraic function \( Q(P^{-1}(z)) \). In Section 10, we sketch the solution of the polynomial moment problem in three special cases: when \( a \) and \( b \) are not critical points of \( P(z) \), when \( P(z) \) is indecomposable, and when \( P(z) \) is a Chebyshev polynomial \( T_n(z) \).
9.2. Counterexamples to the composition conjecture. The simplest counterexample to the composition conjecture is

\[ P(z) = T_0(z), \quad q(z) = T'_0(z) + T''_0(z), \quad a = -\sqrt{3}/2, \quad b = \sqrt{3}/2, \]

where \( T_n(z) \) denotes the \( n \)-th Chebyshev polynomial \( T_n(z) = \cos(n \arccos z) \). Indeed, since \( T_2(\sqrt{3}/2) = T_2(-\sqrt{3}/2) \), it follows from the equality \( T_0(z) = T_0(T_2(z)) \) that (1) is satisfied for \( P(z) = T_0(z) \) and \( q(z) = T'_0(z) \). Similarly, from \( T_0(z) = T_0(T_3(z)) \) and \( T_3(\sqrt{3}/2) = T_3(-\sqrt{3}/2) \), we conclude that (1) holds also for \( P(z) = T_0(z) \) and \( q_2(z) = T'_3(z) \). Therefore, by linearity, condition (1) is satisfied for \( P(z) = T_0(z) \) and \( q(z) = T'_3(z) + T''_3(z) \). Nevertheless, for \( P(z) = T_0(z) \) and \( Q(z) = T_3(z) + T_3(z) \), condition (2) does not hold.

More generally, consider polynomials \( P(z) \) which admit double decompositions \( P(z) = A(B(z)) = C(D(z)) \), where \( A(z), B(z), C(z), \) and \( D(z) \) are non-linear polynomials. If \( P(z) \) is such a polynomial and, in addition, \( B(a) = B(b) \) and \( D(a) = D(b) \), then, for any polynomial \( Q(z) \) which can be represented as \( Q(z) = E(B(z)) + F(D(z)) \) for some polynomials \( E(z) \) and \( F(z) \), condition (1) is satisfied with \( q(z) = Q'(z) \). On the other hand, it was shown in [47] that, if \( \deg B(z) \) and \( \deg D(z) \) are coprime, then condition (2) is not satisfied even for \( Q(z) = B(z) + D(z) \).

The double decompositions with \( \deg A(z) = \deg D(z) \), \( \deg B(z) = \deg C(z) \) and \( \deg B(z) \) and \( \deg D(z) \) coprime are described explicitly by Ritt’s theory of factorization of polynomials. They are equivalent either to decompositions with \( A(z) = z^n R^m(z) \), \( B(z) = z^m \), \( C(z) = z^m \), and \( D(z) = z^n R(z^m) \), where \( R(z) \) is a polynomial and \( \gcd(n, m) = 1 \), or to decompositions with \( A(z) = T_n(z) \), \( B(z) = T_m(z) \), \( C(z) = T_n(z) \), and \( D(z) = T_m(z) \), where \( T_n(z) \) and \( T_m(z) \) are the Chebyshev polynomials and \( \gcd(n, m) = 1 \) (see [51], [55]).

The counterexamples given above suggest the following modification of the composition conjecture: non-zero polynomials \( P(z) \) and \( q(z) \) satisfy condition (1) if and only if \( \int q(z) dz \) can be represented as a sum of polynomials \( Q_j \) such that

\[ P(z) = \tilde{P}_j(W_j(z)), \quad Q_j(z) = \tilde{Q}_j(W_j(z)), \quad \text{and} \quad W_j(a) = W_j(b) \]

for some \( \tilde{P}_j(z), \tilde{Q}_j(z), W_j(z) \in \mathbb{C}[z] \).

Note that we do not make any additional assumptions on the values \( P(z) \) at the points \( a \) and \( b \) anymore. In particular, the conjecture implies that non-zero polynomials orthogonal to all powers of a given polynomial \( P(z) \) on \([a, b]\) exist if and only if \( P(a) = P(b) \).

9.3. A necessary condition for \( P(z) \) and \( q(z) \) to satisfy (1). In this subsection, we give a condition necessary for polynomials \( P(z) \) and \( q(z) \) to satisfy (1); it was obtained under the assumption \( P(a) = P(b) \) in [48] and in the general case in [50]. To formulate this condition we introduce the following notation. Say that a domain \( U \subset \mathbb{C} \) is admissible with respect to a polynomial \( P(z) \) if \( U \) is simply connected and contains no critical values of \( P(z) \). By the monodromy theorem, in such a domain there exist \( n = \deg P(z) \) single-valued branches of \( P^{-1}(z) \). Let \( U_{P(a)} \) (respectively, \( U_{P(b)} \)) be an admissible domain such that its boundary contains the point \( P(a) \) (respectively, \( P(b) \)). By \( p_{a_1}^{-1}(z), p_{a_2}^{-1}(z), \ldots, p_{a_d}^{-1}(z) \) (respectively,
by \( p_{a_1}^{-1}(z), p_{a_2}^{-1}(z), \ldots, p_{a_{d_a}}^{-1}(z) \) we denote the branches of \( P^{-1}(z) \) defined in \( U_{P(a)} \) (respectively, in \( U_{P(b)} \)) which map points close to \( P(a) \) (respectively, to \( P(b) \)) to points close to \( a \) (respectively, to \( b \)). In particular, the number \( d_a \) (respectively, \( d_b \)) equals the multiplicity of the point \( a \) (respectively, \( b \)) with respect to \( P(z) \).

Using this notation, we can state the following assertion: *If polynomials \( P(z) \) and \( Q(z) = Q'(z) \) satisfy (1) and \( P(a) = P(b) = z_0 \), then, in any admissible domain \( U_{z_0} \), the equality*

\[
\frac{1}{d_a} \sum_{s=1}^{d_a} Q(p_{a_s}^{-1}(z)) = \frac{1}{d_b} \sum_{s=1}^{d_b} Q(p_{b_s}^{-1}(z))
\]  

(4)

*holds. Furthermore, if \( P(a) \neq P(b) \), then, for any admissible domains \( U_{P(a)} \) and \( U_{P(b)} \) we have*

\[
\frac{1}{d_a} \sum_{s=1}^{d_a} Q(p_{a_s}^{-1}(z)) = 0 \quad \text{in} \quad U_{P(a)}, \quad \frac{1}{d_b} \sum_{s=1}^{d_b} Q(p_{b_s}^{-1}(z)) = 0 \quad \text{in} \quad U_{P(b)}. \]  

(4′)

*Here \( Q(z) = \int q(z)dz \) is chosen in such way that \( Q(a) = Q(b) = 0 \).*

The proof of this statement relies on the fact that, whenever condition (1) is satisfied, the Cauchy-type integral

\[
I(\lambda) = \int_{\Gamma} \frac{Q(P^{-1}(z))}{z - \lambda} dz,
\]

where \( \Gamma \) is the image of \([a, b]\) under the mapping \( P(z) : \mathbb{C} \to \mathbb{C} \), defines an algebraic function (cf. Theorem 7.2 above).

### 10. Solution of the Polynomial Moment Problem in Special Cases

#### 10.1. The case when \( a \) and \( b \) are not critical points of \( P(z) \)

Let us deduce from (4) and (4′) that conditions (1) and (2) are equivalent whenever \( a \) and \( b \) are not critical points of \( P(z) \); this is a result of Christopher [27].

Since \( d_a = d_b = 1 \) in this case, equalities (4′) are clearly impossible and, therefore, \( P(a) = P(b) \). On the other hand, (4) reduces to the equality \( Q(p_{a_1}^{-1}(z)) = Q(p_{b_1}^{-1}(z)) \), where \( p_{a_1}^{-1}(z) \) and \( p_{b_1}^{-1}(z) \) are two different branches of \( P^{-1}(z) \). This implies that the degree \( d \) of the algebraic function \( Q(P^{-1}(z)) \) (defined by the complete analytic continuation of the functional element \( \{U, Q(P^{-1}(z))\} \)) is strictly less than \( \deg P(z) \). Since \( d = [\mathbb{C}(P, Q) : \mathbb{C}(P)] \) (see, e.g., [48, Lemma 1]) and \( [\mathbb{C}(z) : \mathbb{C}(P)] = \deg P(z) \), it follows from

\[
[\mathbb{C}(P, Q) : \mathbb{C}(P)] = [\mathbb{C}(z) : \mathbb{C}(P)]/[\mathbb{C}(z) : \mathbb{C}(P, Q)]
\]

that the field \( \mathbb{C}(P, Q) \) is a proper subfield of \( \mathbb{C}(z) \). Now, the Lüroth theorem implies that \( P(z) = U(R(z)) \) and \( Q(z) = V(R(z)) \) for some rational functions \( U(z), V(z) \), and \( R(z) \) with \( \deg R(z) > 1 \). Moreover, since \( P(z) \) and \( Q(z) \) are polynomials, we have \( \mathbb{C}(P, Q) = \mathbb{C}(W) \) for some polynomial \( W(z) \) with \( \deg W(z) > 1 \); that is, \( P(z) = \tilde{P}(W(z)) \) and \( Q(z) = \tilde{Q}(W(z)) \) for some polynomials \( \tilde{P}(z) \) and \( \tilde{Q}(z) \) such that \( \mathbb{C}(\tilde{P}, \tilde{Q}) = \mathbb{C}(z) \).

Let us show that \( W(a) = W(b) \) for such \( W(z) \). Indeed, since \( a \) and \( b \) are not critical points of the polynomial \( P(z) = \tilde{P}(W(z)) \), the chain rule implies that \( W(a) \)
and \( W(b) \) are not critical points of the polynomial \( \tilde{P}(z) \). Therefore, if \( W(a) \neq W(b) \), then, making the change of variable \( z \to W(z) \) and arguing as above, we conclude that \( \tilde{P}(z) = \tilde{U}(\tilde{R}(z)) \) and \( \tilde{Q}(z) = \tilde{V}(\tilde{R}(z)) \) for some polynomials \( \tilde{U}(z), \tilde{V}(z) \), and \( \tilde{R}(z) \) with \( \deg \tilde{R}(z) > 1 \), that contradicts the assumption \( \mathbb{C}(\tilde{P}, \tilde{Q}) = \mathbb{C}(z) \).

### 10.2. The case when \( P(z) \) is indecomposable.

In this subsection, we outline the solution of the polynomial moment problem in the case when \( P(z) \) is indecomposable, that is, cannot be represented as a composition \( P(z) = P_1(P_2(z)) \) with non-linear polynomials \( P_1(z) \) and \( P_2(z) \). In this case, (3) is equivalent to the following statement: if \( P(z) \) and \( q(z) \) satisfy (1) and \( P(z) \) is indecomposable, then \( \int q(z)dz \) is a polynomial in \( P(z) \) and \( P(a) = P(b) \).

Note that it suffices to prove that \( \int q(z)dz \) is a polynomial in \( P(z) \). Indeed, if \( \int q(z)dz = R(P(z)) \), then, after the change of variable \( z \to P(z) \), we see that the polynomial \( R'(z) \) is orthogonal to all powers of \( z \) on the segment \([P(a), P(b)]\) and, therefore, \( P(a) = P(b) \). Following [48], we consider two cases. Suppose first that \( n = \deg P(z) \) is a prime number. Consider the analytic continuation of the equalities (4) and \((4')\) along a curve \( L \) going to the infinity. After such a continuation, these equalities transform into similar relations between the Puiseux series at infinity

\[
Q(p^{-1}(z)) = \sum_{k \geq k_0} r_k e^{ik} z^{-\frac{k}{n}},
\]

where \( 1 \leq i \leq n, r_k \in \mathbb{C}, \) and \( \varepsilon = \exp(2\pi i/n) \), which in their turn reduce to a collection of relations between the \( n \)-th roots of unity.

If \( n = \deg P(z) \) is a prime number, then the degree \( d \) of the algebraic function \( Q(P^{-1}(z)) \) equals either \( n \) or 1, since \( d \) is a divisor of \( n \). Assume that \( d = n \); then the expansions above contain a coefficient \( r_k \neq 0 \) such that \( k \) is not a multiple of \( n \). Hence (4) and \((4')\) imply that \( e^k \) is a root of an algebraic polynomial with integer coefficients distinct from the \( n \)-th cyclotomic polynomial \( \Phi_n(z) = 1 + z + \cdots + z^{n-1} \). This is a contradiction, because \( e^k \) is a primitive \( n \)-th root of unity. Therefore, \( d = 1, \) and \( Q(z) = Q(P(z)) \) for some polynomial \( Q(z) \).

Now, suppose that \( n \) is a composite number. As in Section 10.1, it is sufficient to show that \( Q(p_1^{-1}(t)) = Q(p_2^{-1}(t)) \) for some different branches \( p_1^{-1}(z) \) and \( p_2^{-1}(z) \) of \( P^{-1}(z) \). Suppose that, on the contrary, all \( Q(p_1^{-1}(z)) \) with \( 1 \leq i \leq n \), where \( n = \deg P(z) \), are different; then the monodromy group \( G \) of \( Q(P^{-1}(z)) \) coincides with that of \( P^{-1}(z) \). Since \( P(z) \) is indecomposable, \( G \) is primitive by the Ritt theorem [51]. By the Schur theorem (see, e.g., [62, Theorem 25.3]), a primitive permutation group of composite degree \( n \) which contains an \( n \)-cycle is doubly transitive. The monodromy group of an algebraic function coincides with the Galois group of an equation over \( \mathbb{C}(z) \) defining this function; thus, if all \( Q(p_i^{-1}(z)) \) with \( 1 \leq i \leq n \) are different, then (4) and \((4')\) contradict the following fact: the roots \( \alpha_i, 1 \leq i \leq n, \) of an irreducible algebraic equation over a field \( k \) of characteristic zero with doubly transitive Galois group cannot satisfy any relation \( \sum_{i=1}^n c_i \alpha_i = 0 \) with \( c_i \in k \) except in the case when all \( c_i, 1 \leq i \leq n, \) are equal (see [36, Proposition 4] or [48, Lemma 2]).
10.3. The case when $P(z)$ is a Chebyshev polynomial. In the case when $P(z)$ is a Chebyshev polynomial $T_n(z)$, the conditions (1) and (2) are not equivalent. Nevertheless, a basis of the vector space $V(T_n, a, b)$ over $\mathbb{C}$ consisting of polynomials $q(z)$ satisfying (1) for $P(z) = T_n(z)$ can be described explicitly as follows: the polynomials $T'_n(z)$ such that $T_d(a) = T_d(b)$ for $d = \text{GCD}(n, m)$ form a basis of the vector space $V(T_n, a, b)$. For instance, for the example from Section 9.2, this implies

$$q(z) \in V(T_6, -\sqrt{3}/2, \sqrt{3}/2) \iff \int q(z)dz = \sum_k a_k T_{2k}(z) + \sum_k b_k T_{3k}(z)$$

for some $a_k, b_k \in \mathbb{C}$.

Below, we give a sketch of the proof of the above statement following [49]. First of all, observe that it is sufficient to establish that, if $q(z)$ is contained in $V(T_n, a, b)$ and $\deg Q(z) = m$, then $T_d(a) = T_d(b)$ for $d = (n, m)$. The statement can then be deduced as follows. Choose $c_m \in \mathbb{C}$ such that the degree of polynomial $Q_1(z) = Q(z) - c_m T_m(z)$ is strictly less then $m$. Since

$$T_n(z) = T_{n/d}(T_d(z)), \quad T_m(z) = T_{m/d}(T_d(z)),$$

it follows from $T_d(a) = T_d(b)$ that $T_n(z) \in V(T_n, a, b)$. Thus, by linearity, $Q_1(z) \in V(T_n, a, b)$. If $\deg Q_1(z) = m_1$, then, similarly, we have $Q_1(z) = c_{m_1} T_{m_1}(z) + Q_2(z)$ for some $c_{m_1} \in \mathbb{C}$, where $\deg Q_2(z) < m_1$ and $Q_2(z) \in V(T_n, a, b)$. Continuing this process, we eventually obtain the required representation.

Suppose first that $T_n(a) = T_n(b)$. If $a$ and $b$ are not critical points of $T_n(z)$, the equality $T_d(a) = T_d(b)$ for $d = (n, m)$ can be deduced from Christopher’s result (see [49]), so we concentrate on the case when at least one of the points $a$ and $b$ is a critical point of $P(z)$. It follows from $T_n(\cos \phi) = \cos(n\phi)$ that the finite critical values of $T_n(z)$ are $\pm 1$. Suppose that $P(a) = P(b) = 1$; the case when $P(a) = P(b) = -1$ can be investigated similarly. Then $a = \cos(2jk\pi/n)$ and $b = \cos(2jz\pi/n)$ for certain $j_1$ and $j_2$ such that $0 \leq j_1, j_2 \leq [n/2]$. Moreover, an analysis of the monodromy of $T_n^{-1}(z)$ shows that (4) is equivalent to the equality

$$Q(T_{n,j_1}(z)) + Q(T_{n,n-j_1}(z)) = Q(T_{n,j_2}(z)) + Q(T_{n,n-j_2}(z)),$$

(5)

where the branch $T_{n,j}^{-1}(z)$, $0 \leq j \leq n - 1$, near infinity is represented by the Puiseux expansion

$$T_{n,j}^{-1}(z) = \sum_{k=-\infty}^1 t_k \xi_{n,k}^{j_1} z^{k}, \quad t_k \in \mathbb{C}, \quad \xi_n = \exp(2\pi i/n).$$

Since $t_{-1} \neq 0$, the comparison of the leading coefficients of Puiseux expansions in (5) gives

$$\xi_n^{j_1 m} + \xi_n^{(n-j_1)m} = \xi_{n+m}^m + \xi_n^{(n-j_2)m},$$

where $m = \deg Q(z)$. Therefore, the number $\xi_n^{m/d}$ is a root of the polynomial

$$f(z) = z^d + z^{(n-j_1)d} - z^{j_2d} - z^{(n-j_2)d}.$$
Since \( \varepsilon_n^{m/d} \) is a primitive \( n \)-th root of unity and the coefficients of \( f(z) \) are integer, the primitive \( n \)-th root of unity \( \varepsilon_n \) is also a root of \( f(z) \). Hence
\[
\varepsilon_n^{j_1/d} + \varepsilon_n^{-j_1/d} = \varepsilon_n^{j_2/d} + \varepsilon_n^{-j_2/d}.
\]
Since
\[
a = \frac{1}{2}(\varepsilon_n^{j_1} + \varepsilon_n^{-j_1}), \quad b = \frac{1}{2}(\varepsilon_n^{j_2} + \varepsilon_n^{-j_2}),
\]
it follows from
\[
T_d \left( \frac{1}{2} \left( z + \frac{1}{z} \right) \right) = \frac{1}{2} \left( z^d + \frac{1}{z^d} \right)
\]
that \( T_d(a) = T_d(b) \).

Now, let us prove that \( T_n(a) \) must be equal to \( T_n(b) \). Indeed, equalities (4′) can hold only if both \( a \) and \( b \) are critical points of \( P(z) \). Since \( T_n(z) \) has only two critical values \( \pm 1 \), we see that if \( T_n(a) \neq T_n(b) \), then either \( T_n(a) = 1 \) and \( T_n(b) = -1 \) or \( T_n(a) = -1 \) and \( T_n(b) = 1 \), and an analysis of (4′) similar to that performed above leads to the equalities \( T_d(a) = 0 \) and \( T_d(b) = 0 \). Since \( T_n(z) = T_{n/d}(T_d(z)) \) this contradicts \( T_n(a) \neq T_n(b) \).

The description of \( V(T_n, a, b) \) given above implies that conjecture (3) is true for Chebyshev polynomials. Nevertheless, it turns out that the number of terms in the representation \( \int q(z)dz = \sum_j Q_j \) can always be reduced to two \([49]\). In more detail, the following assertion is true: Let \( q(z) \in V(T_n, a, b) \). Then there exist divisors \( d_1 \) and \( d_2 \) of \( n \) such that \( \int q(z)dz = A(T_{d_1}(z)) + B(T_{d_2}(z)) \) for some polynomials \( A(z), B(z), T_{d_1}(a) = T_{d_1}(b), T_{d_2}(a) = T_{d_2}(b) \). For instance,
\[
q(z) \in V(T_6, -\sqrt{3}/2, \sqrt{3}/2) \iff \int q(z)dz = A(T_3(z)) + B(T_2(z))
\]
for some \( A(z), B(z) \in \mathbb{C}[z] \).
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